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•  The Large Hadron Collider 
•  The Compact Muon Solenoid experiment 
•  Physics Analyses (high Pt physics with multijet final 

states) 
•  New physics in 8-jet final state (7 TeV, PAS pub) 
•  Microscopic black hole at CMS (8 TeV, JHEP 07 (2013) 178) 
•  New physics in 8- and 10-jet final states (8 TeV, 

publication anticipated) 
•  Motivation 
•  Data and MC samples 
•  Search strategies 
•  Results  

•  BSM with multijet in the LHC Run 2 (perspective and 
sensitivity reach) 

 
 

 



The Large Hadron Collider  
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Proton-proton collider: 7 Experiments 
 
ATLAS, CMS, LHCb, ALICE, ToTEM, LHCf, 
and MoEDAL 

 
2010-2011: 7 TeV, ~5 fb-1  

2012: 8 TeV, ~20 fb-1 (PU 
~21 events) 

 

2015: 13 TeV, ~100 fb-1 , 
Pileup of ~40 events per 
bunch crossing (by the end 
of 2015) 



The CMS Experiment 
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The Compact Muon Solenoid 



The CMS Experiment 
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Particle Flow (PF) is an event reconstruction algorithm used to identify and 
reconstruct the particle. It combines the information from all the subdetectors. 

Particle detection at CMS 



Motivation  
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•  Pair-produced Axigluon/Colorons in 8-jet final state 
•  Pair-produced Gluinos in 10-jet final state 
•  The first time to search for new physics in 8-or 10-jet events 

(continuation of 2011 analysis) 
•  Pair-produced Axigluon 

•  http://arxiv.org/abs/arXiv:1209.6375v1 (M. Schmaltz, et al) 

 
 
 
 
 

•  Pair-produced Color-Vector Boson (coloron/hyper-pion) 
•  http://arxiv.org/abs/arXiv:1012.5694 (S. Nandi, et al) 

•  Pair-produced Gluinos in R-parity Violation Supersymmetric Model 
•    http://arxiv.org/abs/arXiv:1310.5758v1 (J. Evans, M. Strassler et al) 
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˜ ρ ̃  ρ → ˜ π ̃  π ̃  π ̃  π →8g



Signal Simulation (1) 
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•  Signal characteristics (8-jet final state) define the kinematics 

properties  
•  Pair-produced massive vector bosons (Axigluon/Coloron) 
•  Each vector boson decays to a pair of massive scalars/hyperpion 
•  Each scalar decays to a pair of gluons 

Signal Simulation  
•  Pythia 6 + Fastsim , gluinos à techni-η à gluons 
•  3 parameter set named as XX_YY_ZZ in 4 scenarios 

•  XX is vector boson mass 
•  YY is scalar mass  
•  ZZ is vector boson width	

 

Stephen 
Mrenna 

Signal Simulation  
•  First topology: MG5+ Pythia 6 + Fullsim , axigluonà scalar à gluons 
•  3 parameter set named as XX_YY_ZZ in 4 scenarios 

•  XX is vector boson mass 
•  YY is scalar mass  
•  ZZ is vector boson width 

•  Second topology: MG5+Pythia 6 +Fullsim, axigluonàQqàηqqàbbqq	

 

Schmaltz 4 Scenarios 
•  YY = 1/3 or 1/4*XX 
•  ZZ = 10% or 20/15% of 

XX 
•  [400-1500] mass points 

with 100 GeV interval 	
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FIG. 11: Axigluon decay to heavy color-triplet fermion in association with a light quark. The heavy quark

subsequently decays to a SM quark and a light scalar which further decays to b-quarks.

Nambu-Goldstone bosons are eaten to give a mass to the axigluon. However there is a 9th NGB,

“axion”, because the full global symmetry breaking structure is really U(3)1 ⇥ U(3)2 broken to

diagonal U(3). This uneaten NGB is naturally light and can play the role of �. Its mass can be

chosen arbitrarily by adding small explicit symmetry breaking interactions. We envision � masses

in the range from 10 GeV to the axigluon mass for this scenario. In the axigluon models described

in [16] the � is expected to have large mixed couplings with a SM quark and a heavy quark, so that

heavy quarks preferentially decay into light quarks and �. In addition � also has a small coupling

to two SM quarks which arises from mixing proportional to the SM quark masses. This coupling is

largest for the third generation quarks and causes the scalar to decay almost exclusively to bottom

quark pairs.

Lagrangian

The Lagrangian describing this model is the same as model C, plus a new piece describing the

axion interactions,

L ⇤ 1

2
(⇤�)2 � 1

2
µ2
a�

2 + i⇥b�(b
†
LbR � b†RbL) +

�
⇥a�UHUSM + ⇥a�DHDSM + h.c.

⇥
. (6)

In the equation above, µa is the axion’s mass, ⇥a is the coupling that controls the decay of the

heavy quark to a quark and the scalar and ⇥b the coupling that controls the decay of the axion

to the SM bottom quarks. ⇥b is not the SM bottom Yukawa coupling, but it is proportional to it

because it is generated by mixing proportional to quark masses.



Signal Simulation (2) 
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•  RPV SUSY Gluino  

•  Pair-produced RPV SUSY gluino 
•  Each gluino decays to quark and squark 
•  Each squark decays higgsino and quark  
•  Each higgsino decays to three quarks  
 

Signal Simulation  
 
•  MG5+ Pythia 6 + Fastsim 
•  MH0 = 3/4Msq (rounded to the nearest 10 GeV) 

•  tan(β) = 10 
 

 

Strassler and Evans 4 Scenarios 
•  10 jets 
•  10 jets (8 light quarks, 2 b-quarks) 
•  10 jets (6 light quarks, 4 b-quarks) 
•  10 jets (4 light quarks, 6 b-quarks) 
•  2D grid MG = [500-1500] GeV 
•  MSq = [100-900] GeV 
•  100 GeV interval 

 

MSq = 500 GeV 
MH = 3/4Msq 



Data and Monte Carlo Samples 
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Data sample (total integrated luminosity of 19.7 fb-1) 

 
 

Dataset 
Integrated 
Luminosity 

(pb-1) 

/HT/Run2012A-22Jan2013-v1/AOD 876 

/JetHT/Run2012B-22Jan2013-v1/AOD  4412 

/JetHT/Run2012C-22Jan2013-v1/AOD  7051 

/JetHT/Run2012D-22Jan2013-v1/AOD  7369 

Integrated 
Luminosity 

Integrated 
Luminosity 

HT > 900 GeV, PT,8 > 30 GeV and |η| < 2.4 

Preselection 
•  Good primary vertex  

•  |PVZ| < 24 cm, |PVρ| < 2 cm, 
Ndof > 4 

•  At least 8 or 10 Anti-KT5 PF Jets  
•  Standard tight PF Jets ID 
recommended by EXO group 

•  HT > 900 GeV (trigger is fully 
efficient), PT > 30 GeV, and |η| < 2.4 
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•  /QCD_HT-XXX_TuneZ2star_8TeV-
madgraph-pythia6/Summer12_DR53X-
PU_S10_START53_V7A-v1/AODSIM 



Search Strategies (1) 
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•  Traditional “Bump Hunt” 

•  8 gluon-jets final states with axigluon and coloron models have “broad” 
resonance due to strong color coupling  

•  The situation is worsened due to “large” combinatorial background 
(2520 combinations!!) and “radiation effect” 

•  8- and 10-jet final state 
•  With many available sources of information, this allows us to exploit the 

correlations in order to suppress the background and preserve the 
signal efficiency 

•  Multivariate Approach  
•  Ideal for our situation and is increasingly  
used in CMS in order to boost the sensitivity 

•  Artificial Neural Network (ANN) 
•  Powerful instruments for optimal  
   background and signal separation  
   with TMVA packages  
   interface to ROOT 
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Shape Based MVA Strategy 
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MVA Shape-based Analysis 
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•  Artificial Neural Network (ANN) 
•  utilizes a set of high discriminating-power variables as inputs to 

a system of interconnected artificial neural nodes with modifying 
weights that are tuned by a learning algorithm 

•  separates the signal from the multijet (QCD) background  
•  Input variables in Artificial Neural Network (ANN) 

•  <Pt,1 + Pt,5>  and <Pt,2 + Pt,6>   
•  Invariant mass of 8 jets M8j,  <M2j>,  HT 

•  Systematic Uncertainties: 
•  QCD MC Alpgen (up to 6 partons) and Madgraph (up to 4 partons) 
•  Jet Energy Scale (JES) and Jet Energy Resolution (JER) 
•  Limited MC statistics 
•  Initial and Final State Radiation (ISR/FSR) 
•  Parton Distribution Functions (PDF) 
•  Luminosity Calculation 

 
 
 

 
 
  



Discriminating Variables 
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5 Discriminating Variables as Inputs to ANN 

•  <Pt,1 + Pt,5>  and <Pt,2 + Pt,6>   
•  Invariant mass of 8 jets M8j,  <M2j>,  HT 
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Correlation Matrices 
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•  Correlation Matrices  
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ANN Response: Data VS MC 
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Good agreement 
between ANN Output of 

the Data and QCD 
Background 

•  Weights from training 
ANN (TMVA package) 

•  Apply to data, 
background, and signal 
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Higgs Combination Tool 
•  MVA shape analysis 
•  Find best fit of QCD/signal templates to the data 
•  Compute CLs limits 



Systematic Uncertainties 
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•  Systematic Uncertainties: 
•  QCD MC Alpgen (up to 6 partons) and Madgraph (up to 4 partons) 
•  Jet Energy Scale (JES) and Jet Energy Resolution (JER) 
•  Limited MC statistics 
•  Luminosity calculation 
•  Initial and Final State Radiation (ISR/FSR) 
•  Parton Distribution Functions (PDF) 
•  Multiple interactions per bunch crossing (PU) 
•  Fast and Full Simulation  

 
 
 

 
 
  

Main systematic effects on 
shape are: 

JES (shape) 
Limited MC (shape) 

 
Retrain the QCD MC samples 
accounting for JES/JER/MC and 
apply weight to the signal/
background and data 



Systematic Uncertainties 
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•  Systematic Uncertainties: 
•  QCD MC Alpgen (up to 6 partons) and Madgraph (up to 4 partons) 
•  Jet Energy Scale (JES) and Jet Energy Resolution (JER) 
•  Limited MC statistics 
•  Luminosity calculation 
•  Initial and Final State Radiation (ISR/FSR) 
•  Parton Distribution Functions (PDF) 
•  Multiple interactions per bunch crossing (PU) 
•  Fast and Full Simulation  

 
 
 

 
 
  

Negligible effects on 
the final limit 

6.3 Systematic Uncertainties 75
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Figure 93: The signal correlations of the six input variables for the fast (left) and the full simu-
lation (right).

in the initial-state shower. The default value of kISR in PYTHIA 6 is 2.5, and a variation by ±0.5796

is a conservative one according to the CMS dijet azimuthal decorrelation results [36]. The ANN797

response is evaluated and the ratio of the ANN output with different kISR is demonstrated in798

figure 94. The effect of the final state radiation is also investigated by modifying the kFSR799

parameter of PYTHIA6 in the range 1-10. Due to the typical high Q scale of the signal events,800

the effect of modified kFSR is negligible as shown in Fig. 95.801
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Figure 94: The MLP output (left) and the ratio of the ANN output (right) for signal with differ-
ent values of kISF to the nominal value (2.5).
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Figure 95: The MLP output (left) and the ratio of the ANN output (right) for signal with differ-
ent values of kFSF parameter in the range 1-10.

6.3.8 Parton Distribution Functions802

The systematic uncertainty due to the choice of parton distribution functions is accounted for803

in both multivariate and cut and count analyzes. Three PDF sets - CT10, MSTW and NNPDF2.1804

are chosen based on the unique method and value of the parameters used in PDF determina-805

tions, for instance, a strong coupling (as(m2
Z)) is set to 0.119 for NNPDF2.1, 0.120 for MSTW,806 PU 

PDF 
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Mσ /MA  = 25% , WA/MA  = 15 %  

Mσ /MA  = 33% , WA/MA  = 15 %  Mσ /MA  = 33% , WA/MA  = 10 %  

Mσ /MA  = 25% , WA/MA  = 10 %  

Exclusion limits up to 1250 GeV 



Search Strategies (2) 
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•  Rely on background MC  

•  Systematic uncertainty from  
theoretical prediction of the QCD 8 jets process 

•  Very difficult to gauge how large the  
systematic uncertainty is 

•  Require expertise on QCD generation 
•  Involve re-generation of QCD samples 

•  Simple counting experiment 
•  Straightforward method relative to NN 
•  Easy to estimate background from  

data directly 
•  “ST multiplicity invariance method” 

 (microscopic blackhole search) 
•  Sensitivity boost with global shape  

variables 

 

 

Other different strategies?  

 

Our main search strategy 



Cut and Count Strategy (1) 
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•  Data driven background estimation (HT multiplicity invariance) 
•  Boost sensitivity with additional offline cuts on 

•  Simple global shape variable, such as sphericity 
•   b-tagged jets requirements 
•  As long as these cuts do not affect HT shape 

•  Study systematic uncertainty 
•  Set limits on different models 

 

 
 
 
 
 
 
 
 
 

 

 
 
 

Signal Models 
Final State 

Additional 
Requirement Light quarks 

jets 
bottom quarks 

jets 

Axigluon  8 - Sphericity > 0.1 

4 4  b-tagged jets ≥ 
1 

Colorons 8 (gluon jets) - Sphericity > 0.1 

Gluinos 10 - Sphericity > 0.1 

8 2 b-tagged jets ≥ 
1 

6 4 b-tagged jets ≥ 
1 

4 6 b-tagged jets ≥ 
1 

7 different final states 
are reduced to 4 
categories based on: 
 
•  Number of jets in 
the final states  

•  whether the final 
state contains 
bottom quarks 

 
 

Categori
es 

Total 
Number 
of Jets 

b-tagged 
jets 

Global 
Variables 

Cuts 

1 8 - Sphericity 
> 0.1 

2 8 b-tagged 
jets ≥ 1 - 

3 10 - Sphericity 
> 0.1 

4 10 b-tagged 
jets ≥ 1 - 



Cut and Count Strategy (2) 

21 

Data-driven Background Estimation: HT multiplicity invariance method 
 
 

 

Note: 
 
•  Additional  checks on 
HT shape invariance 
are performed if b-
tagged jets or global 
variables cuts are 
required 

 

Choose the background template where 
there is negligible signal contamination 

 
 

 
HT shape invariance ? 

(jet multiplicities, b-tagged requirement, 
global shape cuts)  

 
 

 Background shape parameterizations 
 
 

 
Normalize background template to data in 

signal depleted region 
 
 

 

QCD 
MC 



Signal Contamination and HT Shape Invariance  
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Find phase space where signal is depleted  
in the HT distribution in the MC samples  
 

 
 

 
 
 

Negligible signal contamination for all 
models in jet multiplicity = 4  

Njets = 8 
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Estimate Background Uncertainty 
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Fitting Functions from blackhole search 

Background Uncertainty 
•  Fitting data for Njets = 4, 7 with 5 
functions  [1500-2500 GeV] 

•  Normalize the fitting functions from 
Njets = 4 to Njets = 7 [1400-1700 GeV] 

•  Greatest difference between the two 
outliers is taken as our uncertainty 

 

Njets ≥ 8 
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highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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in the control region is negligible in both cases.

5.2.1.3 Background Parameterizations from Data The parameterizations of five ana-362

lytic functions are performed on the data HT distributions between 1500 GeV to 2500 GeV in363

the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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•  (Data-Fit)/Fit are 
consistent within 
statistical uncertainty 
and mostly covered by 
background shape 
systematic uncertainty 
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•  Pull distribution as a 
function of HT is within 1 
sigma statistical and 
sytematic uncertainties 
combined. 

•  No deviation from 
data-driven background 
prediction 
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•  Final optimization is 
performed on HT cuts 
(parameterized as a 
function of axigluon/
coloron masses) 

•  Zbi [1] test statistic is 
used when the 
number of 
background events is 
less than 20 
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Mσ /MA  = 25% , WA/MA  = 10 %  Mσ /MA  = 25% , WA/MA  = 20%  

Exclusion limits up to 1200 GeV 

Njets ≥ 8 

S > 0.1 
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Njets ≥ 8 Njets ≥10 
S > 0.1 
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Assuming current gluino (pair 
production) limit at 1 TeV, the LHC 
run 2 will already have higher 
sensitivity at 2 fb-1 data at 13 TeV.  

G. Salam and A. Weber  
1 fb-1 2 fb-1 

Calculation under assumptions of: 
1. cross sections scale with the inverse squared system mass 
and with partonic luminosities 
2. reconstruction efficiencies, background rejection rates, etc., 
all stay reasonably constant as the collider setup changes 
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Figure 11: Invariant mass distributions for (a) top jets and (b) QCD jets as the N -subjettiness cut
on τ3/τ2 is varied. Here, the jet radius is R = 0.8 and the jets satisfy pT > 500 GeV and |η| < 1.3.
Since the QCD jet rate decreases faster than the top jet rate as the τ3/τ2 cut is tightened, τ3/τ2 is
an effective discriminating variable. Note also that the secondary peak at mW decreases when the
τ3/τ2 cut is applied.

of the mass window due to fact that more ISR is captured in jets with larger radii. As

a result, the signal efficiency using only a mass cut is significantly reduced. Beyond this

mass cut, however, our method is relatively insensitive to changes in jet radius, as the slope

of the efficiency curves does not change considerably with changes in R. In Fig. 9(c), we

compare a τ2/τ1 cut to a y23/y12 cut, which shows that an N -subjettiness cut compares

favorably to a naive YSplitter cut. In Fig. 10, we show how the signal to background ratio

(S/B) and signal to square-root background ratio (S/
√
B) improve as the τ2/τ1 cut is

tightened. Compared to only having an invariant mass cut, the S/B ratio can improve by

as much as an order of magnitude with an improvement of S/
√
B of around 50%. These

improvements will be relevant for the resonance study in Sec. 4.

We now consider the analogous tables and plots for top jets, where we use a jet radius

of R = 0.8, the mtop invariant mass window (145 GeV < mjet < 205 GeV), and the

discriminating variable τ3/τ2. In Fig. 11, we show the invariant mass distributions for top

jets and QCD jets, considering pT > 500 GeV for both. Note that the τ3/τ2 cut decreases

the background rate faster than the signal rate. In addition to the top mass peak, there

is a secondary peak at mW which gets less prominent as the τ3/τ2 cut is tightened. This

secondary mass peak would be even higher if we loosened the transverse momentum cut

to pT > 300 GeV, because for moderately boosted top quarks, it is less likely that a single

jet could capture all three of the subjets coming from the top quark decay.

In Table 2 and Fig. 12, we see that except for the highest pT range and a too small

jet radius, a tagging efficiency of around 30% is achievable for a mistagging rate of 1%.

Note that we do not display results for 300 GeV < pT < 400 GeV in Table 2 nor for

300 GeV < pT < 450 GeV in Fig. 12, as in this kinematic range, often not all subjets from

the decay products of the top quark are captured by the anti-kT algorithm, leading to low

signal efficiencies. This is already noticeable in the 400-500 GeV pT range, where only 45%
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A. Definition of N-subjettiness

The definition of N -subjettiness in Eq. (2.1) is not unique, and different choices for τN
can be used to give different weights to the emissions within a jet. These generalizations

of N -subjettiness are similar to different “angularities” [44] used in e+e− → hadrons mea-

surements.

Analogously to Ref. [28], a general N -subjettiness measure is

τgenN =
1

d0

∑

k

min
J

{d(pJ , pk)} , (A.1)

where d0 is a normalization factor, J runs over the N candidate subjets, and d(pJ , pk) is

distance measure between a candidate subjet pJ and a jet constituent pk. Like in Sec. 2.2,

one needs a method to figure out the candidate subjet directions, which could be achieved

through a separate subjet finding algorithm or by minimizing τN over possible candidate

subjets pJ .

There are many choices for d(pJ , pk), but a nice two-parameter, boost-invariant choice

for the distance measure is

dα,β(pJ , pk) = pT,k (pT,J)
α (∆RJ,k)

β . (A.2)

If desired, one could replace pT,J with ET,J =
√

p2T,J +m2
J to include information about

the subjet mass.9 For e+e− applications, one would replace the transverse momentum pT
with the total momentum |p⃗| (or the energy E) and ∆R with the opening angle ∆Ω. A

natural choice for the normalization factor to keep 0 < τN < 1 is

d0 = max
J

{(pT,J)α} (R0)
β
∑

k

pT,k, (A.3)

where R0 is the characteristic jet radius.

By making d(pJ , pk) linear in pT,k, τN is automatically an infrared-safe observable.

Collinear-safety requires linearity in pT,k as well, but imposes the addition requirement

that β ≥ 0. The value of α is unconstrained. Of course, we are assuming that the

candidate subjet finding method is also infrared- and collinear-safe.

In the body of the paper, we used α = 0, β = 1. This choice corresponds to treating

each subjet democratically, and using a kT -like distance measure. This distance measure

makes τN similar to jet broadening [45],10 and we found that this was an effective choice for

boosted object identification. By varying β, we can change the angular weighting. A thrust-

like [32] weighting corresponds to β = 2, while other angularities [44] with −∞ < a < 2

are given by β = 2−a. By varying α, we can weight the distance measure by the hardness

of the subjet directions. Large positive (negative) α means that the minimum in Eq. (A.1)

9Obviously, one could also use ET,k to include the mass of the jet constituent, though in our studies,

the four-vectors of the calorimeter cells were massless by definition.
10By similar, we mean the distance measure has the same ∆RA,k → 0 limit. Because thrust-like ob-

servables are defined in a preferred rest frame and we are working with a longitudinally boost-invariant

measure, the correspondence is inexact.
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Figure 11: Invariant mass distributions for (a) top jets and (b) QCD jets as the N -subjettiness cut
on τ3/τ2 is varied. Here, the jet radius is R = 0.8 and the jets satisfy pT > 500 GeV and |η| < 1.3.
Since the QCD jet rate decreases faster than the top jet rate as the τ3/τ2 cut is tightened, τ3/τ2 is
an effective discriminating variable. Note also that the secondary peak at mW decreases when the
τ3/τ2 cut is applied.

of the mass window due to fact that more ISR is captured in jets with larger radii. As

a result, the signal efficiency using only a mass cut is significantly reduced. Beyond this

mass cut, however, our method is relatively insensitive to changes in jet radius, as the slope

of the efficiency curves does not change considerably with changes in R. In Fig. 9(c), we

compare a τ2/τ1 cut to a y23/y12 cut, which shows that an N -subjettiness cut compares

favorably to a naive YSplitter cut. In Fig. 10, we show how the signal to background ratio

(S/B) and signal to square-root background ratio (S/
√
B) improve as the τ2/τ1 cut is

tightened. Compared to only having an invariant mass cut, the S/B ratio can improve by

as much as an order of magnitude with an improvement of S/
√
B of around 50%. These

improvements will be relevant for the resonance study in Sec. 4.
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of R = 0.8, the mtop invariant mass window (145 GeV < mjet < 205 GeV), and the

discriminating variable τ3/τ2. In Fig. 11, we show the invariant mass distributions for top

jets and QCD jets, considering pT > 500 GeV for both. Note that the τ3/τ2 cut decreases

the background rate faster than the signal rate. In addition to the top mass peak, there

is a secondary peak at mW which gets less prominent as the τ3/τ2 cut is tightened. This

secondary mass peak would be even higher if we loosened the transverse momentum cut

to pT > 300 GeV, because for moderately boosted top quarks, it is less likely that a single

jet could capture all three of the subjets coming from the top quark decay.

In Table 2 and Fig. 12, we see that except for the highest pT range and a too small

jet radius, a tagging efficiency of around 30% is achievable for a mistagging rate of 1%.

Note that we do not display results for 300 GeV < pT < 400 GeV in Table 2 nor for

300 GeV < pT < 450 GeV in Fig. 12, as in this kinematic range, often not all subjets from

the decay products of the top quark are captured by the anti-kT algorithm, leading to low

signal efficiencies. This is already noticeable in the 400-500 GeV pT range, where only 45%
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FIG. 4: (Left) HT distributions and (Right) MJ distributions, after requiring four or more fat jets and /ET > 150 GeV. Signal
and background as in Fig. 3.

The largest corrections are to the inclusive production
cross section and can be absorbed into K-factors. The
leading order cross sections of the signal are normalized to
the NLO cross sections calculated in Prospino 2.1 [48].
The leading order production cross sections for tt̄ + jets,
W± +jets, and Z0 +jets are scaled to the NLO ones from
[49].

For the remainder of this article, the leading fat jet is
required to have pT j1 > 120 GeV and the sub-leading fat
jets have pT > 50 GeV. Fig. 3 shows the missing energy
distributions for benchmark multi-top and cascade decay
topologies with massless LSPs after requiring Nj � 4.
Both these signals have events with missing energy above
⇠ 100 � 200 GeV, but not enough to e↵ectively separate
them from background.

Figure 4 shows the HT and MJ distributions for these
two benchmarks after a moderate missing energy cut
of 150 GeV. It is clear that the MJ variable provides
a far better discriminant against background than HT ,
as expected from our discussion in the previous section.
By requiring several widely separated jets, QCD must
produce these jets through an intrinsically 2 ! 4 process,
as opposed to producing additional jets through the
parton shower of a hard dijet event. Requiring three
or four fat jets plus a mild missing energy cut su�ces
in keeping QCD under control. Electroweak vector
bosons plus jets are subdominant backgrounds at low
missing energy and are further reduced by the multiplicity
requirement, especially at large jet mass.

The dominant background comes from tt̄ production,

though the jet multiplicity and missing energy require-
ments help to keep it under control. To pass these
requirements, several of the jets must be grouped together
to get su�ciently large jet mass and it is unusual to have
two or more massive fat jets in top decays. As discussed
in Sect. II, the jet masses from top quarks are more signal-
like, in that they arise primarily from overlapping partons
in the top decay. Therefore, the total jet mass MJ is not
as suppressed as that for QCD. However, the top quark
events give rise to MJ

<⇠ 2mt, especially when at least
one of the tops is forced to decay semileptonically by the
missing energy requirement. Therefore, a MJ

>⇠ 400 GeV
is typically su�cient in removing the majority of the top
background.

Figure 5 shows the expected 2� sensitivity to the multi-
top and two-step cascade signals for a massless LSP, using
1.34 fb�1 of integrated luminosity. The expected limits
from optimal signal regions in HT are compared against
the sensitivity of a MJ search region. A 20% systematic
uncertainty on the backgrounds is assumed and is added
in quadrature with the statistical error. The cuts that
define each signal region are presented in Tab. I.

The estimated limits from the current ATLAS large jet-
multiplicity search [21] are also shown in Fig. 5 (orange
lines). The ATLAS search considers four signal regions
with at least six, seven and eight jets. The stronger
limit from the four signal regions is used for each gluino
mass in Fig. 5. In the ATLAS analysis, the jets are
clustered using the anti-kT algorithm with R=0.4 and all
pair combinations must satisfy �R > 0.6. An additional
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FIG. 6: (Left) HT and (right) MJ distributions, after requiring four or more fat jets for backgrounds and 500 GeV gluinos
decaying via RPV (blue) and stealth SUSY with mS̃ = 250GeV and mS = 220GeV (green). The backgrounds are shown
stacked as in Fig. 3, but are dominated by QCD.

Figure 3 compares the missing energy distributions of
these signals with background. Stealth SUSY does not
have large intrinsic missing energy. The RPV topology
has no intrinsic missing energy and is therefore the more
challenging of the two. A missing energy cut of 150
GeV would eliminate both of these signals. The standard
ATLAS and CMS searches are applicable to stealth SUSY,
especially the ↵T search where no /ET cut is used [52].
However, they are sub-optimal given either the high /ET

requirements or in the ↵T search, the similarity of the
shape of signal and backgrounds. Currently, CMS has
a dedicated search for RPV gluinos. Instead of relying
on missing energy, it searches for three-jet resonances
in events with high jet multiplicity and large HT . The
35 pb�1 analysis excludes gluino masses in the range from
200–280 GeV [53].

Fig. 6 shows the HT and MJ distributions for the
stealth SUSY and RPV topologies after requiring Nj � 4
fat jets. Notice that the electroweak and top backgrounds
are not even visible on the plot because of the overwhelm-
ing dominance of QCD. The ratio of signal to background
looks bleak when using HT , however, MJ provides a good
variable with which to cut down QCD. Fig. 6 shows
that while a standard HT cut provides absolutely no
sensitivity to stealth SUSY, a MJ cut can increase the
signal’s significance by a factor of 50 and allow for bounds
to be placed. For the Stealth SUSY and RPV scenarios
considered in this study, we find an expected limit on mg̃

of ⇠ 700GeV and 400GeV, respectively, with 1 fb�1 of

luminosity. For RPV gluinos, using substructure on the
leading and (possibly) sub-leading jets to reconstruct the
gluino mass could complement the MJ search [54].

IV. DISCUSSION

In this article, we show that a wide variety of high
multiplicity signals for new physics models can be searched
for by requiring several fat jets in an event, with large total
jet mass. A jet mass search is inclusive and increases the
reach of the standard LHC searches to high multiplicity
events. Searches that explicitly require large numbers
of standard-sized jets su↵er from the fact that, if a jet
falls beneath the pT requirement of a hard jet, then
it is not included in the event. In essence, an N -jet
search requires O(N) cuts, reducing the overall e�ciency.
Additionally, if partons accidentally fall near each other,
they are clustered together and the jet multiplicity goes
down. The jet mass search proposed here is more inclusive
for high multiplicity events because it does not explicitly
place a requirement on the parton multiplicity and allows
for more decay topologies to pass the event selection
criteria. These searches are also inclusive in the number
of b-jets and the number of leptons, which means that
they are sensitive to the di↵erent exclusive signatures that
multi-top events produce.

The second benefit of using this more inclusive search
is that it o↵ers a better handle on backgrounds. Com-

7
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II. JET MASS AS AN OBSERVABLE

Jet masses have historically been di�cult observables
at hadron colliders because pile-up and underlying event
contribute to the jet mass as R3 or R4. However, using
jet-grooming techniques such as filtering [30], pruning [31],
or trimming [32], the underlying event and pile up
contributions can be removed. The resulting jet is
an accurate measurement of the underlying partonic
event [33, 34]. Of these three methods, filtering is the least
optimal for high multiplicity signals because it requires
a fixed number of subjets to be identified in advance,
whereas the signals studied in this article do not have a
definite number of subjets per jet.

The jet-grooming techniques listed above are designed
to look for boosted hadronic resonances appearing under
a continuum background. The kinematics considered in
this article typically result from particles decaying at
rest and hence, the reconstructed jets do not group the
underlying partons together in any manner that represents
the underlying decay kinematics. As a result, the jet
masses do not correspond to a parent particle’s mass.
While jet-grooming with a variable number of subjets
may be useful or beneficial, it is not as necessary and the
details are not as important. For the remaining portion
of the article, no jet-grooming is used, but it should be
understood that jet-grooming can be applied so long as
the algorithm allows the number of subjets per fat jet to
vary on a jet-by-jet basis. In addition, it may be possible
to combine Qjets with jet pruning to even better improve
sensitivity over background [35].

When a jet is formed via a parton shower, its mean
squared invariant mass is hm2

jii / ↵sp
2
T,iR

2, where ↵s

is the strong coupling constant, pT,i is the transverse
momentum of the jet, and R is its radius [36, 37]. When
a jet is formed from independent partons through multi-
body decays of heavy particles, however, the typical jet
mass is larger. In high-multiplicity signal events, there is
not enough solid angle for the partons to be well-separated
and therefore multiple partons are clustered together. As
a result, partons will lie close to each other and may be
clustered together into the same jet. For these jets, the
mean squared invariant mass is hm2

jii / p2
T,iR

2, where
one does not pay the factor of ↵s.

The visible energy in the event, HT , can be related to
the total jet mass MJ . In particular,

HT =
nJX

i=1

(p2
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ji)
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600 800 1000 1200 1400
0

200

400

600

800

HT HGeVL

M
J
HGe

V
L

FIG. 1: A plot of MJ versus HT after requiring Nj � 4 “fat”
jets with pT > 120GeV and pT > 50GeV on the leading and
sub-leading jets, respectively. QCD (orange) and top (green)
events are shown where the median value for a given HT is
shown in a solid line and the 68% and 95% inclusion bands
are shown in the dotted and dashed lines, respectively. The
higher values of MJ for top events arise from the top mass.
Signals with heavier parent particles than the top give even
larger MJ .

parton shower and 1 for jets whose mass arises from
multiple partons being grouped together. Eq. 2 is the
main reason why MJ is a more e↵ective discriminator than
HT for high-multiplicity signals. For high-multiplicity
signals, the jet masses do not usually result from parton
showering ( = 1), while for the QCD and V + jets
backgrounds (when V decays into missing energy) they
do ( =

p
↵s). For signal and background events with

similar HT , the value of MJ for the background will
always be lower than that for the signal. As a result,
the signal distribution always has a longer tail of high-jet
mass than the background, even if its HT distributions
are similar. The correlation between MJ and HT is shown
in Fig. 1 for QCD and top events. Top events typically
have higher values of MJ for a fixed HT , with a total jet
mass that asymptotes to 2mt. Signal events have even
larger values of MJ than top events and asymptote to
higher values.

The argument that MJ is preferable to HT relies on
two assumptions. The first is that the signal has a larger
MJ than top events, which requires that the signal is
at least as jet-rich as top events and has higher typical
visible energies than top events. This first assumption
is true in many signals of beyond the Standard Model
physics.

The second assumption implicit in Eq. 2 is that jet
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The preliminary “Jet 
Substructure 
Template” background 
prediction 
demonstrated good 
consistency between 
MC simulation and 
substructure template 
prediction  

Substructure template  
1. Identify control region 
2. Map out the template using data in the control region 
3. Generate the MC sample in the signal region 
4. Convolve the template derived from the control sample 
with the MC sample 
5. Apply to cut on the data/MC hybrid to obtain the data-
driven background estimation  

Jet Substructure Template 
6

Template

Kinematic Sample

Dressed Sample

Training Sample

FIG. 1: A pictorial representation of the procedure.

sample is then used to extract the kinematic distribution of the fat jet background – e.g.,

dNj�(pT i)

dpT 1...dpTNj

. (2)

It is worth emphasizing that any jet substructure information in the kinematic sample

goes unused. Instead, each fat jet in the kinematic sample is dressed with substructure

information using the template determined from the previous step; we refer to this as Monte

Carlo integration, which results in the dressed sample. Lastly, cuts are performed on the

dressed data set to obtain a background estimate and an associated smoothing variance.

Note that this approach incorporates the correlations between the kinematics of the various

fat jets into the final result. As shown in Sec. IV using two explicit mock analyses, this allows

non-trivial correlations to propagate to the dressed sample and reproduces the predictions

from MC, within statistical uncertainties.

To summarize, the proposed data-driven strategy is (this parallels the enumeration

above):

1. determine a control region to obtain a training sample;

2. train a template ⇢̂;

3. generate a kinematic sample using MC;

4. perform the integration thereby convolving ⇢̂ with the kinematic sample;

5. apply cuts to the resulting set of dressed events to obtain a data-driven background

estimate.
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FIG. 5: A comparison between the template estimate and the MC for the di↵erential distributions
for MJ (with T21 < 0.3) and T21 (with MJ > 250 GeV) for the high multiplicity case study. The
MC error bands show the statistical uncertainty for the weighted event sample. The template error
bands are given by �̂V in each bin (note that the errors are correlated).

fat R = 1.0 anti-kT jets and narrow R = 0.4 jets. Several search regions are considered, each

with a combination of cuts on narrow jet quantities (multiplicity, scalar sum pT ) and fat jet

quantities (multiplicity, jet masses). In addition, a substructure requirement of ⌧32 < 0.7 is

imposed on both fat jets in order to select on the expected three-pronged structure of gluino

decays. The case study presented here mirrors the fat jet analysis, but ignores the narrow jet

selections. Note that we compute N -subjettiness using the “min-axes” algorithm, whereas

ATLAS used the “kT -axes” algorithm.

To proceed with a background estimate as outlined in the previous two sections, we must

first define a training sample from which we can construct a substructure template. As a

preselection on the MC sample, each event is required to have at least two fat jets with

pT > 320 GeV. Because the signal region consists of events with two high-mass fat jets, the

training sample is defined by requiring at least one low mass jet with mj < 140 GeV. This

ensures that signal contamination in the training sample is small. That is, for every pair of

leading and subleading fat jets (j1, j2) the three-dimensional template ⇢̂?(m, ⌧32
�

� pT ) is filled

with j2 whenever mj1 < 140 GeV. The procedure is then repeated for (j2, j1). The template

is formed using the coordinates

⇢̂? = ⇢̂?

 

� log10

✓

m

pT

◆

, ⌧32 , ln

✓

pT
320 GeV

◆

!

, (31)

as in the previous study.

T. Cohen, et al. 
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•   Counting experiment is performed on 2012 dataset for 8/10-jet 
analysis, for the first time at hadron collider 

•  4 scenarios for Colorons model 
•  4+2 scenarios for Axigluons model 
•  4 scenarios for RPV SUSY Gluino 

   No significant excess of the data was observed, hence the upper 
limits are reported on the signal cross section at 95% confidence level. 

•  The quest for new physics (BSM) is just about to begin with the 
LHC run 2. 

•  Stay tuned and keep an open mind about where the new physics 
could be 
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Monte Carlo Background (3) 
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•  Background rejection VS signal 
efficiency are approximately the same 
between old set and new set of input 
variables. 

 
•  Correlation matrices show that for new 
set of input variables, these variable’s 
correlations are well consistent 
between Madgraph and Alpgen QCD 
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P= -1 is Anti-KT algorithm: 
soft particles tend to cluster 
with hard ones before 
cluster among themselves 

tinction of type and without any energy threshold. Charged hadrons are reconstructed from tracks1985

in the central tracker, whereas photons and neutral hadrons are reconstructed from energy deposits

in Ecal and Hcal with jet energy fractions for each type of particles equal to 65%, 25%, and 10%,

respectively. PF jets are selected from the resulting list of particles with relatively better momentum

and spatial resolution than CALO jets due to the exploitation of the tracking detectors, as well as

the fine granularity of the Ecal. This ensures that 90% of jet energy, from precisely measured energy1990

of charged hadrons and photons, can be precisely reconstructed, while only 10% is affected by Hcal

resolution in the order of 10% to 20%.

Figure 5.8.2 shows the matching efficiencies of the reconstructed PF jets, required that the

distance in the ⌘ � � plane to the matched GEN jets is 0.1 (top) in the barrel (left) and endcap

region (right). The bottom plots show the matching efficiency (left) and the mismatched rate (right)1995

with the matching distance of 0.2 in the barrel region. The GEN jets are defined as all generated

stable particles, except for neutrinos. The improvement on the matching efficiency is outstanding in

PF jets at both R < 0.1 and 0.2.

5.8.1 Jet Clustering Algorithms

The recent development of the jet algorithms answers the question of their sensitivity to the non-2000

perturbative effects, such as in hadronization process, and underlying events. Since the anti-kT

algorithm is the most widely used in the CMS, the main focus will be on this algorithm, whereas

other algorithms, such as, Cambridge/Aachen [63], kT [64], and Seedless Infrared-safe Cone or

SISCone [65] are discussed briefly or given the references. The basic formula for the sequential

recombination jet algorithms can be written as:2005

dij = min(k2pti , k
2p
ti )

�2
ij

R2
(5.8.1)

dib = k2pti (5.8.2)

where �2
ij = (yi � yj)2 + (�i � �j)2, kti, yi and �i are the transverse momentum, rapidity, and

azimuthal angle of particle i. The parameter p is used to govern the power of the energy versus �ij ,

for p = 1, 0, -1, this formula corresponds to the kT algorithm, the Cambridge/Aachen algorithm,

and the anti-kT algorithms, respectively. The general behavior of the anti-kT algorithms is that soft

particles tend to cluster with hard ones before they cluster among themselves, and the final conical2010

111

• Particle Flow candidates clustered together using anti-kt algorithm, R = 0.5 
• 65% charged (tracker), 25% photons (ECAL), 10% neutral hadrons (HCAL) 
• Offset correction from minimum bias, relative (η) correction from dijets, 

absolute (pT) correction from γ/Z + jets 

Jets 
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Figure 5.8.4: A diagram shows, step by step, from reconstructed jets with the factorized jet energy
corrections to calibrated jets [17].

5.8.2 Jet Energy Correction2020

The PF jets have energy scale close to unity, however, this still requires further correction for physics

analyses, such as dijet mass resonance search, pair-produced dijets search, and many more. The CMS

unitizes factorized approach to the jet energy correction, based on large simulated QCD multijets

events, which are matched to the energy of the generated jets. There are two main sequential steps,

first the additional energy in the event induced by overlapped low-energy proton-proton collisions2025

or pileup is subtracted, shown as L1Offset in figure 5.8.4. In 2012 operation, there are, on average,

approximately 20 pileups happens per each head-on pp collisions, which needs to be subtracted out.

The second step is the sequential energy correction to compensate for any non-linear response in the

calorimeters as a function of pT as well as variations in the responses as a function of pseudorapidity,

shown as L2 Rel : ⌘ and L2 Abs : pT in figure 5.8.4. There are three different experimental techniques2030

used in the CMS to determine the jet energy correction (JEC) in this step: dijet pT balancing,

�/Z + jet pT balancing, and missing transverse energy projection fraction (MFP ) methods. The

detailed explanation of each method can be found in Ref. [66]. For L2 relative residual correction,

the correction factor for AK5 PFJets, as shown in figure 5.8.5, is derived from dijet-balancing using

MPF method. For L3 absolute residual correction, the correction factor is derived from Z ! µµ2035

+ jets. The MPF and pT balance methods are used for calibration. In the central region, this

correction is of the order of 1%.

The L2L3 MC correction is based on simulation and correct the energy of the reconstructed jets

such that, on average, the corrected jet energy is equal to the energy of the jets at particle level.

Figure 5.8.6 shows the L2L3 MC correction. The final JEC correction is due to different response2040
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Using tight ID Jets with 99.9% Jet ID efficiency 
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Choose Background Template (1) 
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• Perform QCD MC background parameterizations 
from jet multiplicities of 4, 5, 6 

• Normalize the background template to jet 
multiplicity of at least 8 

• Calculate (QCD-Fit)/Fit and fit to a constant 

• Choose the jet multiplicity at which Chi2/Ndof 
are small in comparison to other multiplicities and 
constants are close to 1  

•  Choose 4 jets as template background template 
 

 

Inclusive 8 jets   

Sphericity> 0.1 At least 1-btagged jets 
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• Perform QCD MC background parameterizations 
from jet multiplicities of 4, 5, 6, 7, 8, 9 

• Normalize the background template to jet 
multiplicity of at least 8 

• Calculate (QCD-Fit)/Fit and fit to a constant 

• Choose the jet multiplicity at which Chi2/Ndof 
are small in comparison to other multiplicities and 
constants are close to 1  

•  Choose 4 jets as template background template 
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•  Sphericity (S) 

•  How spherical the event shape is 
•  Signal tends to be more spherical (close to 1) 
•  Background is less spherical (close to 0) 

 

 

 
 
 

See good agreement of between 
Data and QCD MC 

Sphericity to boost 
signal sensitivity 

Sphericity
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Ev
en

ts

-110

1

10

210

310  = 900 GeV
A

Signal, M
Signal stacked on QCD
QCD

Sphericity
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.002

0.004

0.006

0.008

0.01

0.012

0.014

BS/ 

Sopt = 0.4 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Ev
en

ts

1

10

210

310

410
 distributionTH

Data
QCD MC

CMS Preliminary

 (8 TeV)-119.7 fb

 [GeV]TH
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

R
at

io

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2



 [GeV]TH
2000 3000 4000

Ev
en

ts

-210

-110

1

10

210

310

CMS Preliminary

 (8 TeV)-119.7 fb

 1≥b-tagged jets 
Data exclusive 7 jets
Fit-0 exclusive 7 jets
Fit-1 exclusive 7 jets
Fit-2 exclusive 7 jets
Fit-3 exclusive 7 jets
Fit-4 exclusive 7 jets
Shape uncertainty

 [GeV]TH
2000 3000 4000

Ev
en

ts

1

10

210

310

410 CMS Preliminary

 (8 TeV)-119.7 fb

 1≥b-tagged jets 
Data exclusive 4 jets
Fit-0 exclusive 4 jets
Fit-1 exclusive 4 jets
Fit-2 exclusive 4 jets
Fit-3 exclusive 4 jets
Fit-4 exclusive 4 jets
Shape uncertainty

 [GeV]TH
2000 3000 4000

Ev
en

ts

-210

-110

1

10

210

310

CMS Preliminary

 (8 TeV)-119.7 fb

 1≥b-tagged jets 
Data exclusive 7 jets
Fit-0
Fit-1
Fit-2
Fit-3
Fit-4
Shape uncertainty

Exclusive 4 jets
Exclusive 5 jets
Exclusive 6 jets
Exclusive 7 jets

Estimate Background Uncertainty 

41 

 

 
 
 

 

 

 
 
 

Fitting Functions from blackhole search 

Background Uncertainty 
•  Fitting data for Njets = 4, 7 with 5 
functions  [1500-2500 GeV] 

•  Normalize the fitting functions from 
Njets = 4 to Njets = 7 [1400-1700 GeV] 

•  Greatest difference between the two 
outliers is taken as our uncertainty 

 

Njets ≥ 8 
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Figure 17: Left: QCD MC HT distributions with sphericity requirement greater than 0.2 for
inclusive eight jets (shaded yellow region), exclusive four jets normalized to inclusive eight jets
(black points), and exclusive seven jets normalized to inclusive eight jets (blue points). Right:
the ratios for exclusive four (black points) and seven jets (blue points) to inclusive eight jets
fitted to a constant.

highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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Figure 18: The HT distributions for exclusive four jet multiplicity (control region) of QCD MC
background with axigluon signals (left) and /R SUSY signal (right). The signal contamination
in the control region is negligible in both cases.

5.2.1.3 Background Parameterizations from Data The parameterizations of five ana-362

lytic functions are performed on the data HT distributions between 1500 GeV to 2500 GeV in363

the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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Figure 18: The HT distributions for exclusive four jet multiplicity (control region) of QCD MC
background with axigluon signals (left) and /R SUSY signal (right). The signal contamination
in the control region is negligible in both cases.
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the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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where x = HTp
s = HT

8 TeV , and P0, P1, P2, P3 are the fitting parameters.377

Figure 21 shows the fitted results of five analytic functions for the exclusive four and seven jets378

on the bottom plots. All parameterizations are consistent with each other. In the case of the379

axigluon and coloron models which decay to eight jets, the fifth fitted function of the data HT380

distribution with jet multiplicity equal to four is rescaled to estimate the background with jet381

multiplicity of at least eight with sphericity requirement of greater than 0.1, as shown as a blue382

line in figure 22, while the other fitted functions are used to estimate background uncertainty.383

5.2.1.4 Background Uncertainties Two sources of background uncertainties are the choice384

of parameterization functions and the rescaling of the background fitted function. In this anal-385

ysis, the uncertainty from the choice of parameterizations is referred to as the shape systematic386

uncertainty. In order to estimate the shape systematic uncertainty, we calculate the difference387

between the two outliers of all five parameterization functions fitted to data with exclusive jet388

multiplicity equal to four, five, six, and seven (all normalized to seven). This uncertainty is a389

function of HT and varies from approximately 2% at 1.9 TeV to 100% at 3.5 TeV.390

The rescaling factor l is determined by maximizing the likelihood function (Eq. 2) in 1400 <391

HT < 1700 GeV for the axigluon and coloron searches, where the lower edge should be high392

enough that there is no HT triggers turn-on effect and the HT shapes in different multiplicities393

are invariant, and the right boundary should be low enough that this region contains minimum394

signal contamination. The signal contamination varies from less than 1% at high masses up to395

65% at lowest mass in the normalization region as shown in figure 20.396

The signal contamination in normalization region is accounted for in the rescaling uncertainty.397

For the masses with signal contimation less than or equal to 10%, the systematic uncertainty398

from the rescaling of the background fitted function is calculated from DL = 1/2 around the399

maximum. This results in the rescaling uncertainty ranging from 2% to 10%. The rescaling400

uncertainty is 100% for the massses with the signal contamination is greater 10%. The sig-401

nal contamination is explicitly used in the calculation of the upper limit cross sections, which402

constrains the rescaling systematic uncertainty and effectively reduces the signal effciency.403
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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Fitting Functions from blackhole search 

Background Uncertainty 
•  Fitting data for Njets = 4, 9 with 5 
functions  [2000-3000 GeV] 

•  Normalize the fitting functions from 
Njets = 4 to Njets = 9 [1900-2100 GeV] 

•  Greatest difference between the two 
outliers is taken as our uncertainty 

 

Njets ≥10 
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Shape Systematic 
uncertainty 

Njets = 4 

Njets = 9 

20 5 Cut and Count Analysis

1500 2000 2500 3000 3500 4000

Ev
en

ts

1

10

210

310

410

 distributionTQCD MC H
Inclusive 8 jets
Exclusive 4 jets
Exclusive 7 jets

Aplanarity>0.0

Sphericity>0.2

 = 8 TeVs, -1CMS Preliminary, 19.7 fb

 [GeV]TH
1500 2000 2500 3000 3500 4000

R
at

io

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

 [GeV]TH
1500 2000 2500 3000 3500 4000

R
at

io

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8 Background Template
/NDF = 4.5562852χ

constant = 0.998780

Background Syst Calc
/NDF = 3.5765842χ

constant = 0.999052

 = 8 TeVs, -1CMS Preliminary, 19.7 fb

Figure 17: Left: QCD MC HT distributions with sphericity requirement greater than 0.2 for
inclusive eight jets (shaded yellow region), exclusive four jets normalized to inclusive eight jets
(black points), and exclusive seven jets normalized to inclusive eight jets (blue points). Right:
the ratios for exclusive four (black points) and seven jets (blue points) to inclusive eight jets
fitted to a constant.

highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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Figure 18: The HT distributions for exclusive four jet multiplicity (control region) of QCD MC
background with axigluon signals (left) and /R SUSY signal (right). The signal contamination
in the control region is negligible in both cases.

5.2.1.3 Background Parameterizations from Data The parameterizations of five ana-362

lytic functions are performed on the data HT distributions between 1500 GeV to 2500 GeV in363

the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.

2. P0
(P1+x)P2

, alternative 3-parametric fitting function374

3. P0(1+x)P1

xP2 log(x) , alternative 3-parametric fitting function375

4. P0(1�x)P1

xP2+P3 log(x) , alternative 4-parametric fitting function376

where x = HTp
s = HT

8 TeV , and P0, P1, P2, P3 are the fitting parameters.377

Figure 21 shows the fitted results of five analytic functions for the exclusive four and seven jets378

on the bottom plots. All parameterizations are consistent with each other. In the case of the379

axigluon and coloron models which decay to eight jets, the fifth fitted function of the data HT380

distribution with jet multiplicity equal to four is rescaled to estimate the background with jet381

multiplicity of at least eight with sphericity requirement of greater than 0.1, as shown as a blue382

line in figure 22, while the other fitted functions are used to estimate background uncertainty.383

5.2.1.4 Background Uncertainties Two sources of background uncertainties are the choice384

of parameterization functions and the rescaling of the background fitted function. In this anal-385

ysis, the uncertainty from the choice of parameterizations is referred to as the shape systematic386

uncertainty. In order to estimate the shape systematic uncertainty, we calculate the difference387

between the two outliers of all five parameterization functions fitted to data with exclusive jet388

multiplicity equal to four, five, six, and seven (all normalized to seven). This uncertainty is a389

function of HT and varies from approximately 2% at 1.9 TeV to 100% at 3.5 TeV.390

The rescaling factor l is determined by maximizing the likelihood function (Eq. 2) in 1400 <391

HT < 1700 GeV for the axigluon and coloron searches, where the lower edge should be high392

enough that there is no HT triggers turn-on effect and the HT shapes in different multiplicities393

are invariant, and the right boundary should be low enough that this region contains minimum394

signal contamination. The signal contamination varies from less than 1% at high masses up to395

65% at lowest mass in the normalization region as shown in figure 20.396

The signal contamination in normalization region is accounted for in the rescaling uncertainty.397

For the masses with signal contimation less than or equal to 10%, the systematic uncertainty398

from the rescaling of the background fitted function is calculated from DL = 1/2 around the399

maximum. This results in the rescaling uncertainty ranging from 2% to 10%. The rescaling400

uncertainty is 100% for the massses with the signal contamination is greater 10%. The sig-401

nal contamination is explicitly used in the calculation of the upper limit cross sections, which402

constrains the rescaling systematic uncertainty and effectively reduces the signal effciency.403
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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Figure 17: Left: QCD MC HT distributions with sphericity requirement greater than 0.2 for
inclusive eight jets (shaded yellow region), exclusive four jets normalized to inclusive eight jets
(black points), and exclusive seven jets normalized to inclusive eight jets (blue points). Right:
the ratios for exclusive four (black points) and seven jets (blue points) to inclusive eight jets
fitted to a constant.

highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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Figure 18: The HT distributions for exclusive four jet multiplicity (control region) of QCD MC
background with axigluon signals (left) and /R SUSY signal (right). The signal contamination
in the control region is negligible in both cases.

5.2.1.3 Background Parameterizations from Data The parameterizations of five ana-362

lytic functions are performed on the data HT distributions between 1500 GeV to 2500 GeV in363

the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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background with axigluon signals (left) and /R SUSY signal (right). The signal contamination
in the control region is negligible in both cases.
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the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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function of gluino mass 
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With additional cuts, we gain ~75 – 150 GeV 
in lower mass exclusion limits 
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Figure 17: Left: QCD MC HT distributions with sphericity requirement greater than 0.2 for
inclusive eight jets (shaded yellow region), exclusive four jets normalized to inclusive eight jets
(black points), and exclusive seven jets normalized to inclusive eight jets (blue points). Right:
the ratios for exclusive four (black points) and seven jets (blue points) to inclusive eight jets
fitted to a constant.

highest signal significance are fitted with a quadratic polynomial to reduce the statistical uncer-359

tainty from limited numbers of signal samples. Figure 19 shows the fitted quadratic polynomial360

used in the HT optimization for the axigluon and coloron searches.361
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Figure 18: The HT distributions for exclusive four jet multiplicity (control region) of QCD MC
background with axigluon signals (left) and /R SUSY signal (right). The signal contamination
in the control region is negligible in both cases.

5.2.1.3 Background Parameterizations from Data The parameterizations of five ana-362

lytic functions are performed on the data HT distributions between 1500 GeV to 2500 GeV in363

the search for coloron and axigluon with eight-jet final states. The first three fitting functions364

are similar to those used in the search for microscopic blackholes with CMS, the fourth function365

disregards the third parameter in the default function, and the fifth function is similar to the366

one used in the search for narrow resonance using dijet mass spectrum with CMS detector [31].367

All parameterizations have a power law fall off with mass in the denominator, motivated by368

the QCD matrix element. The power law also allows a good fit with limited number of param-369

eters – 3 or 4. The alternative 4-parametric fitting function contains a term in the numerator370

motivated by the parton distribution fall off with fractional momentum [31].371
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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where x = HTp
s = HT

8 TeV , and P0, P1, P2, P3 are the fitting parameters.377

Figure 21 shows the fitted results of five analytic functions for the exclusive four and seven jets378

on the bottom plots. All parameterizations are consistent with each other. In the case of the379

axigluon and coloron models which decay to eight jets, the fifth fitted function of the data HT380

distribution with jet multiplicity equal to four is rescaled to estimate the background with jet381

multiplicity of at least eight with sphericity requirement of greater than 0.1, as shown as a blue382

line in figure 22, while the other fitted functions are used to estimate background uncertainty.383

5.2.1.4 Background Uncertainties Two sources of background uncertainties are the choice384

of parameterization functions and the rescaling of the background fitted function. In this anal-385

ysis, the uncertainty from the choice of parameterizations is referred to as the shape systematic386

uncertainty. In order to estimate the shape systematic uncertainty, we calculate the difference387

between the two outliers of all five parameterization functions fitted to data with exclusive jet388

multiplicity equal to four, five, six, and seven (all normalized to seven). This uncertainty is a389

function of HT and varies from approximately 2% at 1.9 TeV to 100% at 3.5 TeV.390

The rescaling factor l is determined by maximizing the likelihood function (Eq. 2) in 1400 <391

HT < 1700 GeV for the axigluon and coloron searches, where the lower edge should be high392

enough that there is no HT triggers turn-on effect and the HT shapes in different multiplicities393

are invariant, and the right boundary should be low enough that this region contains minimum394

signal contamination. The signal contamination varies from less than 1% at high masses up to395

65% at lowest mass in the normalization region as shown in figure 20.396

The signal contamination in normalization region is accounted for in the rescaling uncertainty.397

For the masses with signal contimation less than or equal to 10%, the systematic uncertainty398

from the rescaling of the background fitted function is calculated from DL = 1/2 around the399

maximum. This results in the rescaling uncertainty ranging from 2% to 10%. The rescaling400

uncertainty is 100% for the massses with the signal contamination is greater 10%. The sig-401

nal contamination is explicitly used in the calculation of the upper limit cross sections, which402

constrains the rescaling systematic uncertainty and effectively reduces the signal effciency.403
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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Figure 19: HT optimal values fitted with quadratic polynomials for the axigluon (left) and for
the coloron model (right) in the eight-jet final state.
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•  Find phase space where signal is depleted in the HT distribution  
 

 
 

 
 
 

Negligible signal contamination for jet 
multiplicity = 2, 3, 4, 6  
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ü Very small signal 
contamination in 
HT distribution for  
lower multiplicity 
jet for Njets < 8 

 
 

Njets == 2 Njets == 3 

Njets == 8 Njets >= 8 

Njets == 4 

Njets == 6 

 
•  Use fitting 
functions to 
estimate 
background at Njets 
< 8 and extrapolate 
to Njets >=8 
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Njets == 2 Njets == 3 Njets == 4 

Njets == 6 Njets == 7 Njets >= 8 

Njets >= 9 Njets >= 10 Njets == 8 
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•  Sensitivity to PU is negligible  

•  Plot the distribution of dRjj for all combination of the dijets in 8 jets 
ensemble 

•  Average the number of overlapping jets in events 
•  Insensitive to number of vertices  
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The average of 4 doublets and 2 quartets are used to represent the invariant 
mass of the (pseudo)scalar/hyper-pion and Axigluon/Colorons  

•  At parton level 
•  The optimal configuration gives us delta function for the averaged 

doublets  
•  The quartet mass distribution has the tail which comes from the 

“wrong” combinatorial background with our optimal configuration 
•  At generator and reco level 

•  Loss of resolution due to particle radiation   

Averaged 
Doublets 

Averaged 
Quartets 
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• How to reconstruct 8-jet for the pair-produced Colorons?  

•  To select 4 doublets out of 8 jet, we reconstruct 2520 possible 
combinations 

•  Choose the combination which has minimum mass spread 
(standard deviation) between the doublets 

•  Identify the quartets with the minimum mass difference from 
the selected doublets (3 combinations) 
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