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Boson pairing and unusual criticality

• Yifei Shi, Austen Lamacraft and Paul Fendley
arXiv:1108.5744

• Also Andrew James and Austen Lamacraft
Phys. Rev. Lett. 106, 140402 (2011)
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Why study phase transitions?

Concepts in Critical Phenomena: Amsterdam Nov. 27 2006 slide

Magnetic Phase Diagram
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Amazingly, there is a sense in which the two problems are the same.
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Universality: pick your battles

• Forget phase diagram and focus on phase transitions

• Continuous transitions characterized by critical exponents

• M ∝ (T − Tc)β , C ∝ (T − Tc)−α

• At T = Tc correlation functions 〈M(x)M(y)〉 = C
|x−y|2∆

• Behavior is characteristic of scale invariance
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From scale invariance to simple models

(Scale invariance)


scale_invariance.mp4
Media File (video/mp4)
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From scale invariance to simple models
Studying simple models is a really good idea!

Z =
∑

{σ}

e−βHIsing[σ], σi = ±1

βHIsing[σ] = −J
∑

<ij>

σiσj
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Universality classes

Characterized by broken symmetry of order parameter1

e.g. XY model

βHXY[θ] = −J
∑

<ij>

cos(θi − θj)

1Also spatial dimension
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Examples of 3D universality classes

Ising class

• Liquid-gas, binary mixtures,
uniaxial magnetic systems,
micellization,. . .

• C ∝ (T − Tc)−0.11

• ξ ∝ (T − Tc)0.63

XY class

• Easy plane magnets,
λ-transition in 4He,
superconductors, BEC,. . .

• C ∝ (T − Tc)−0.01

• ξ ∝ (T − Tc)0.67

Beautiful classification...
Let’s try to break it!
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Bose condensates and superfluids are XY systems

Bose condensation: macroscopic occupancy of single-particle state

• Wavefunction Ψ(r) is condensate order parameter

• Free to choose phase: XY symmetry breaking

• Superfluid velocity v = ~
m∇θ
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Vortices give a twist in 2D

Quantized vortices: phase increases by 2π × q (Integer q)

v =
~
m
∇θ =

~
m

êθ
r
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Vortices give a twist in 2D

Logarithmic interaction between vortices of charge q1, q2

Vq1,q2(x− y) = −q1q2
πn~2

2m
ln |x− y|

2D density n
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The Kosterlitz–Thouless transition
Consider contribution to the partition function from a q = ±1 pair

Zpair =

∫
dxdy exp [−βV1,−1(x− y)]

=

∫
dxdy

|x− y|βπn~2

2m

Pair found at separation r with probability ∝ r1−βπn~2

2m

• Pair dissociates for

kBT > kBTKT ≡
πn~2

2m

• Pair bound for
T < TKT
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Pair condensates: an Ising transition in an XY system

Two Bose condensates with a definite phase

|∆θ〉 =
N∑

n=0

e in∆θ |n〉L |N − n〉R

Detect phase by interference
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Pair condensates: an Ising transition in an XY system

Take a condensate of molecules and split it
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Pair condensates: an Ising transition in an XY system
Dissociate pairs
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Pair condensates: an Ising transition in an XY system

What is the resulting state?

Superposition involves only even numbers of atoms

N/2∑

n=0

|2n〉L |N − 2n〉R =
1

2

N∑

n=0

|n〉L |N − n〉R +
1

2

N∑

n=0

(−1)N |n〉L |N − n〉R

= |∆θ = 0〉+ |∆θ = π〉
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Pair condensates: an Ising transition in an XY system

Pair condensate −→ condensate breaks an Ising symmetry!2

2Romans et al (2004), Radzihovsky et al. (2004)
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A simple model

HGXY = −
∑

〈ij〉

[(1−∆) cos(θi − θj) + ∆ cos (2θi − 2θj)]

Korshunov (1985), Lee & Grinstein (1985)

• ∆ = 0 is usual XY; ∆ = 1 is π-periodic XY

• ∆ < 1 has metastable minimum
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Schematic phase diagram

What is the nature of phase transition along dotted line?
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An old problem with many guises

Korshunov (1985)
Lee & Grinstein (1985)
Sluckin & Ziman (1988)
Carpenter & Chalker (1989)
Romans et al (2004)
Radzihovsky et al. (2004)
Geng & Selinger (2009)
James & AL (2011)
Ejima et al. (2011)

or bound into molecules) to N, and detuning ! is related
to the energy of a molecule at rest, which can be experi-
mentally controlled with a magnetic field. In the dilute
gas limit g1; g2; g12 are proportional to the two-body
s-wave atom-atom, atom-molecule, and molecule-
molecule scattering lengths, respectively, and " charac-
terizes the coherent atom-molecule interconversion rate,
encoding that molecules are composed of two atoms [5].

The mean-field phase diagram as a function of
#1;2 and $ ! 1=kBT can be worked out by minimiz-
ing the imaginary-time (%) coherent-state action
S!

R$ !h
0 d%

R

ddx
P

2
&!1" #

& !h@% &$H#% #
&;  &&'. Simple

analysis leads to three thermodynamically distinct phases
(Fig. 1): (i) N:"10 ( h ̂ 1i ! 0,"20 ( h ̂ 2i ! 0; (ii) MSF:
"10 ! 0;"20 ! 0; and (iii) ASF: "10 ! 0;"20 ! 0.
Condensed atoms cause " to act as an effective field on
the molecular order parameter "20, so an equilibrium
phase in which atoms are condensed, but molecules are
not, is forbidden [6].

We now examine in more detail these phases and
corresponding phase transitions. Phase N is stable for
#1;2 < 0, with # determined by the total atom constraint
n ! n1 $ 2n2, which in the noninteracting limit, appro-
priate to a dilute weakly interacting gas, is given by

n ! 1

#d
T
"fd=2%e$#& $ 2%d$2&=2fd=2%e$%2#)!&&'; (2)

where #T ! h=
!!!!!!!!!!!!!!!!!!!!!

2'm1kBT
p

is the thermal de Broglie
wavelength and f"%z& !

P1
n!1 z

n=n" (jzj< 1) is the ex-
tended zeta function.

The N-ASF transition line Tc1%n;!& occurs at # ! 0
for ! > 0, while the N-MSF line Tc2%n;!& occurs at 2#)
! ! 0 for !< 0 (see Fig. 2). Using the appropriate asymp-
totics of f"%z&, one obtains from (2)

Tc&%n;!&!
"

Tc0"1$a&% j!j
kBTc0

&%d)2&=2'; j!j*kBTc0;

T1
c&!b&c2=dTc0; j!j+kBTc0;

(3)

with c ! 1$ 2%d$2&=2, a1 ! 2%d$4&=2j$%2)d2 &j=dc(%d=2&,
a2 ! 2)da1, b1 ! 1, b2 ! 2)%d$2&=d, and Tc0 !
%h2=2'm1kB&"n=c(%d=2&'2=d the transition temperature
at the tricritical point ! ! 0.

In the neighborhood of Tc1 the ‘‘massive’’ molecular
field  ̂ 2 decouples at low energies (can be safely inte-
grated out of the partition function, leading to an effec-
tive quartic coupling g1 ! !gg1 ( g1 ) 2"2=j#2j), and the
N-ASF transition is identical to that of a single-compo-
nent system, continuous so long as !gg1 > 0. At T ! 0, the
N-ASF transition takes place at vanishing atom density
(the N phase is simply a vacuum of atoms) and, although
nontrivial, is exactly soluble [7], corresponding to a
buildup of atomic superfluid (with condensate density
n10 ! j"10j2 , j#j2$, with mean-field result $ ! 1=2
for d > 2, and $ ! d=4 for d < 2) as the trap is loaded.
At T ! 0 the N-ASF transition lies in the usual
d-dimensional XY universality class [8].

Similarly, in the neighborhood of Tc2,  ̂ 1 decouples and
the resulting N-MSF transitions are in the same univer-
sality classes discussed above. The full phase boundary is
illustrated in Fig. 2. In 3D it exhibits a square-root
singularity at the tricritical point and for j!j ! 1 asymp-
totes to the single-component BEC temperatures T1

c&.
To study the MSF phase, we separate  ̂ & ! "&0 $ )̂)&

into classical condensate fields "&0 (with "10 ! 0 inside
MSF) and fluctuations about it.Within MSF it is sufficient
to expand ĤH# to second order in fluctuations )̂)&, which
leads to ĤH# ! E%0&%"20& $ ĤH%2& with

E%0& !
Z

ddx
#

"#
20ĥh2"20 $

g2
2
j"20j4

$

;

ĤH%2& !
Z

ddx
%
X2

&!1

)̂)y
&
~hh&)̂)&$

1

2
%*&)̂)y

&)̂)
y
&$H:c&

&

;

(4)

in which ~hh& ! ĥh& $ r&, r1 ! g12j"20j2, r2 ! 2g2j"20j2,
*1 ! )2""20, and *2 ! g2"2

20. The linear term in
)̂)2; )̂)

y
2 vanishes automatically by the self-consistent

choice of "20 as the true minimum of the free energy.
To lowest order this gives

n20 ( j"20j2 ! %2#) !&=g2; (5)

which coincides with the minimum of E%0& and allows us
to eliminate # in favor of ! and n20.

For a homogeneous system, ĤH%2& may be diagonalized
by Fourier transformation )̂)& ! V)1=2P

ke
ik-xâa&k, fol-

lowed by independent Bogoliubov transformations on
atoms and molecules to new boson operators +&;k;+

y
&;k:

+̂+&;k ! u&;kâa&;k $ v&;kâa
y
&;)k;

ju&;kj2 ! 1$ jv&;kj2 !
1
2

#
~""&;k
E&;k

$ 1
$

;

ĤH%2& !
X

&;k
E&;k%+̂+y

&;k+̂+&;k ) jv&;kj2&;

(6)

in which ~""&;k ! "&;k )#& $ r&, "&;k ! !h2k2=2m& and

E&;k !
!!!!!!!!!!!!!!!!!!!!!!!!!!

~""2&;k ) j*&j2
q

, and v&;k; u#&;k have the same

ASF

T

ν (n,0)c

ν (n,T)c

Normal

MSF

Tc0

Tc1Tc2

ν

FIG. 2. Phase diagram for a bosonic atom-molecule mixture
in d ! 3, expressed in terms of detuning ! and temperature T.
It illustrates a finite-T tricritical point at Tc0 and a quantum
critical point at !c%n; 0&. In the weakly interacting limit appro-
priate to experiments the ratio T1

c1=T
1
c2 ! 25=3.
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Theory and simulation of two-dimensional nematic and tetratic phases

Jun Geng (耿君! and Jonathan V. Selinger*
Liquid Crystal Institute, Kent State University, Kent, Ohio 44242, USA

"Received 4 June 2009; published 23 July 2009!

Recent experiments and simulations have shown that two-dimensional systems can form tetratic phases with
fourfold rotational symmetry, even if they are composed of particles with only twofold symmetry. To under-
stand this effect, we propose a model for the statistical mechanics of particles with almost fourfold symmetry,
which is weakly broken down to twofold. We introduce a coefficient ! to characterize the symmetry breaking,
and find that the tetratic phase can still exist even up to a substantial value of !. Through a Landau expansion
of the free energy, we calculate the mean-field phase diagram, which is similar to the result of a previous
hard-particle excluded-volume model. To verify our mean-field calculation, we develop a Monte Carlo simu-
lation of spins on a triangular lattice. The results of the simulation agree very well with the Landau theory.

DOI: 10.1103/PhysRevE.80.011707 PACS number"s!: 64.70.mf, 61.30.Dk, 05.10.Ln

I. INTRODUCTION

In statistical mechanics, one key issue is how the micro-
scopic symmetry of particle shapes and interactions is related
to the macroscopic symmetry of the phases. This issue is
especially important for liquid-crystal science, where re-
searchers control the orientational order of phases by synthe-
sizing molecules with rodlike, disklike, bent-core, or other
shapes. In many cases, the low-temperature phase has the
same symmetry as the particles of which it is composed,
while the high-temperature phase has a higher symmetry. For
example, in two dimensions "2D!, particles with a rectangu-
lar or rodlike shape, which has twofold rotational symmetry,
form a low-temperature nematic phase, which also has two-
fold symmetry. Likewise, if the particles are perfect squares,
which have fourfold-rotational symmetry, they can form a
fourfold symmetric tetratic phase.

An interesting question is what happens if the symmetry
of the particles is slightly broken. Will the symmetry of the
phase also be broken, or can the particles still form a higher-
symmetry phase? For example, we can consider particles
with approximate fourfold-rotational symmetry that is
slightly broken down to twofold, as in Fig. 1. Can these
particles still form a tetratic phase, or will they only form a
less symmetric nematic phase?

Recently, several experimental and theoretical studies
have addressed this problem. Narayan et al. #1$ performed
experiments on a vibrated-rod monolayer and found that
twofold symmetric rods can form a fourfold symmetric tet-
ratic phase over some range of packing fraction and aspect
ratio. Zhao et al. #2$ studied experimentally the phase behav-
ior of colloidal rectangles and found what they called an
almost tetratic phase. Donev et al. #3$ simulated the phase
behavior of a hard-rectangle system with an aspect ratio of 2,
and showed they form a tetratic phase. Another simulation
by Triplett et al. #4$ showed similar results. In further theo-
retical work, Martínez-Ratón et al. #5,6$ developed a density-
functional theory to study the effect of particle geometry on
phase transitions. They found a range of the phase diagram
in which the tetratic phase can exist, as long as the shape is

close enough to fourfold symmetric. In all of these studies,
the particles interact through hard, Onsager-like #7$,
excluded-volume interactions.

The purpose of the current paper is to investigate whether
the same phase behavior occurs for particles with longer-
range, soft interactions. We consider a general fourfold-
symmetric interaction, which is slightly broken down to two-
fold symmetry. We first calculate the phase diagram using a
Maier-Saupe-like mean-field theory #8–10$. To verify the
theory, we then perform Monte Carlo simulations for the
same interaction.

This work leads to two main results. First, the tetratic
phase still exists up to a surprisingly high value of the mi-
croscopic symmetry breaking "as characterized by the inter-
action parameter !, which is defined below!. Second, the
phase diagram is quite similar to that found by Martínez-
Ratón et al. for particles with excluded-volume repulsion.
This similarity indicates that the phase behavior is generic
for particles with almost-fourfold symmetry, independent of
the specific interparticle interaction.

The plan of this paper is as follows. In Sec. II, we present
our model and calculate the mean-field free energy. We then
examine the phase behavior and calculate the phase diagram

*jvs@lci.kent.edu

θ1

θ2

FIG. 1. Schematic illustration of an interacting particle system
in the tetratic phase. The shape of the particles indicates that the
rotational symmetry of the interaction is broken down from fourfold
to twofold.
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diagram in Ref. [6], inferred from quantum Monte Carlo
simulations on smaller systems, we find no evidence for a
single-component AC phase. This is in accord with expec-
tations in higher dimensions [2]. As we will discuss, this is
supported by direct evaluation of correlation functions
using both DMRG and field theory. Throughout the
ACþMC phase we find power laws for atoms and mole-
cules with related exponents; see inset of Fig. 1. The
conclusions of Ref. [6] are hampered by the slow diver-
gence of the associated zero-momentum molecular occu-
pation number with increasing L, close to the MI boundary.
This also afflicts the molecular visibility. Here, our focus is
on the transition between the MC and ACþMC super-
fluids. We begin with symmetry arguments and field theory
predictions before comparison with DMRG.

An intuitive way to understand the origin of the pro-
posed Ising transition between the MC and ACþMC
phases is via the symmetry of the Hamiltonian (1) under
Uð1Þ $ Z2 transformations. This corresponds to invariance

under m ! ei!m and a ! eið!=2%"Þa, where ! 2 R. In
general these symmetries may be broken independently.
Before discussing the problem in 1D, where continuous
Uð1Þ symmetry breaking is absent, let us first recall the
situation in higher dimensions [2]. In this case, the MC
phase has hmi ! 0 and hai ¼ 0. This only breaks the Uð1Þ
contribution and leaves the Z2 symmetry, a ! 'a, intact;
this corresponds to the disordered phase of an Ising model,
coexisting with molecular superfluidity. On the other hand,
the coupled atomic plus molecular condensate (ACþMC)

phase has hmi ! 0 and hai ! 0. This breaks theUð1Þ $ Z2

symmetry completely and corresponds to the ordered
phase of an Ising model, coexisting with atomic and mo-
lecular superfluidity. Returning to the present 1D problem,
where continuous Uð1Þ symmetry breaking is absent, the
spontaneous formation of expectation values hai and hmi is
prohibited. Instead, superfluid order is characterized by
long-range power law correlations, and the nature of the
phases and transitions in Fig. 1 requires closer inspection.
Owing to the Uð1Þ $ Z2 symmetry of the Hamiltonian,

the low energy Lagrangian of the MC to ACþMC tran-
sition is given by L ¼ L# þL# þL## [2,3], where

L # ¼ K#

2
½c'2

# ð@$#Þ2 þ ð@x#Þ2) (2)

is a Uð1Þ invariant free scalar field, and

L # ¼ K#

2
½c'2

# ð@$#Þ2 þ ð@x#Þ2) ' %#2 þ &#4 (3)

is an Ising model in the soft-spin #4 representation. The
coupling,L## ¼ i#2@$#=2, has a similar form to a Berry
phase [2,3]. A similar action also emerges for quantum
wires [13]. In the following we neglect L## and examine
the reduced theory. Within mean field theory, L## *
ih#i2@$#=2 acts like a boundary term, and this is expected
to provide a good description of the proximate phases.
Near the transition, this cannot be neglected a priori, and
L## may change the behavior on very large length scales
and in other regions of the phase diagram [13].
Nonetheless, we find excellent agreement with bulk prop-
erties. The parameters K# , c# , K#, c#, %, & are related to
the coefficients of H. Atoms and molecules are described
by the semiclassical number-phase relations, m* ffiffiffiffiffiffiffi

'm
p

ei#

and a*#ei#=2, where 'm is the molecular density. We
will explore the consequences of this correspondence in
1D, for local observables and correlations.
Let us first gather consequences of this correspondence

for local observables. Deep within the Z2 disordered MC
phase, % + 0 and h#ðxÞi ¼ 0. However,#2ðxÞmay have a
nonzero average. It follows that the densities of atoms and
molecules, hayðxÞaðxÞi* h#2ðxÞi and hmyðxÞmðxÞi* 'm,
are generically nonzero in both the ACþMC and MC
phases. In addition, hmyðxÞaðxÞaðxÞi* ffiffiffiffiffiffiffi

'm
p h#2ðxÞi ac-

quires true long-range order, even in this 1D setting; HF

locks the atomic and molecular condensates as encoded in
the number-phase relations. However, this local average is
naively insensitive to the Z2 transition due to invariance
under a ! 'a. Insight is better gleaned from correlations.
It follows from the relation m* ffiffiffiffiffiffiffi

'm
p

ei# that the

molecular correlation function hmyðxÞmð0Þi*
'mhe'i#ðxÞei#ð0Þi* x'(m decays like a power law, where
(m ¼ 1=2"K# varies throughout the phase diagram.
In contrast, the behavior of the atomic
correlations, hayðxÞað0Þi* h#ðxÞ#ð0Þihe'i#ðxÞ=2ei#ð0Þ=2i*
h#ðxÞ#ð0Þix'(m=4, depends on the Ising prefactor. We
consider the disordered and ordered phases in turn.

0

1

2

3

1 
/ U

-10 -8 -6 -4 -2 0 2 4

FIG. 1 (color online). Phase diagram of the 1D Hamiltonian
(1) with total density 'T ¼ NT=L ¼ 2, showing a Mott insulator
(MI), a molecular condensate (MC), and a coupled atomic plus
molecular condensate (ACþMC). We use DMRG with up to
L ¼ 128 and open boundaries, with )a ¼ 0, Uaa=2 ¼ Umm=2 ¼
Uam ¼ g ¼ U, ta ¼ 1, tm ¼ 1=2. The squares and circles in-
dicate the vanishing of the one-particle and two-particle gaps,
E1g and E2g, as L ! 1. The crosses show where the molecular
correlation exponent (m reaches unity. Inset: ACþMC to MI
transition at )m ¼ 4. The atomic and molecular exponents, (a

and (m, are locked up to the MI boundary where (m ¼ 1,
indicating the absence of an AC phase.

PRL 106, 015303 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending
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How things change on the Ising critical line

Redo KT argument accounting for string

Domain wall terminates at disorder operator µ(x)
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How things change on the Ising critical line

Disorder operators dual to σ(x) of Ising model

〈σ(x)σ(y)〉 = 〈µ(x)µ(y)〉 =
1

|x− y|1/4

Zpair =

∫
dxdy 〈µ(x)µ(y)〉 exp

[
−βV1/2,−1/2(x− y)

]

=

∫
dxdy

|x− y| 14 +βπn~2

8m

Dissociation at higher temperatures than for ‘free’ half vortices
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How things change on the Ising critical line
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Numerical simulation using worm algorithm

Z =
∏

c

∫ π

−π

dθc
2π

∏

〈ab〉

w(θa − θb),

w(θ) is written in terms of the Villain potential wV (θ)

w(θ) ≡ wV (θ) + e−KwV (θ − π)

wV (θ) ≡
∞∑

p=−∞
e−

J
2

(θ+2πp)2 ∝
∞∑

n=−∞
e inθe−

J∗
2
n2

J∗ = J−1

1 2 3 4 5 6 Θij

-1.0

-0.5

0.5

VHΘijL
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Numerical simulation using worm algorithm
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Boson pairing and unusual criticality: summary

• We found an Ising transition where you’d expect an XY (KT)
transition!

• The same phenomenon in 3D would be truly remarkable (true
long-range XY order developing at an Ising transition)

Work underway
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Spin 1 microcondensates
AL, Phys. Rev. A 83, 033605 (2011)
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Manifesto

• The order parameter of a BEC is a macroscopic variable

• For a BEC with spin, it should be some kind of pendulum
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A very simple system

(Loading Asteroids)


neaveAsteroids1.swf
Media File (application/x-shockwave-flash)
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Periodic boundary conditions = motion on a torus
Quasiperiodicity: asteroid always hits spaceship!

(Loading torus)


torus.mp4
Media File (video/mp4)
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Description of phase space

Phase space is a product T 2 × R2

Not as special as it seems!
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Action angle variables

Hamilton’s equations for H = E (p1, p2)

ẋ1 =
∂H

∂p1
= v1

ẋ2 =
∂H

∂p2
= v2

θi = 2πxi
Li

are angles on the torus obeying

θi =
2πvi
Li

t + consti

Simplest example of action (p1L1, p2L2) angle (θ1, θ2) variables
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Quantizing the system
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Other choices are possible

a(p1L1) + b(p2L2) a, b ∈ Z

(1, 0) (0, 1) (1, 1)
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Different actions = different unit cells
(
I1
I2

)
=

(
2 1
1 1

)(
p1L1

p2L2

)
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The Mexican hat
Consider the Hamiltonian for two dimensional motion

H =
p2

2
− r2

2
+ r4
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A natural approach – separate angular motion

H =
p2

2
− r2

2
+ r4

=
p2
r

2
+

`2

2r2
− r2

2
+ r4

` = xpy − ypx pr =
pxx + pyy

r

Defines potential for radial motion V (r) = `2

2r2 − r2

2 + r4
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Phase plane for reduced motion
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Phase space of integrable systems

This is an integrable system:

• 2 degrees of freedom and two integrals of motion (energy E,
angular momentum `). Motion lies on two dimension
submanifold of four dimensional phase space.

• Closed trajectories for reduced motion in (r , pr ) plane, and
angle θ in the (real) plane is cyclic coordinate

ṗθ = 0 −→ pθ = `, const

θ̇ = −∂H
∂`

= − `

r2

(Note that θ motion is not trivial)

• The motion at fixed (E , `) lies on a torus.
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Motion on the torus

Hradial =
p2
r

2
+

`2

2r2
− r2

2
+ r4
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Motion on the torus
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Quasiperiodic motion

(Loading hat)


hat.mp4
Media File (video/mp4)
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Action angle variables, and the Liouville–Arnold theorem

Liouville–Arnold theorem

• For a system integrable in the above sense, can find N
conjugate pairs of action-angle variables (Ii , φi ), such that
evolution of angles is trivial φi = ωt + φi ,0 φ̇i = ∂H

∂Ii

• Submanifold of phase space at fixed {Ii} is N-Torus TN
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At a pinch...
In the (`,E ) plane, there is a special point (0, 0) where torus
pinches

!!l0,h0" =!!l1,h1" + k2" .

The matrix M does not depend on the choice of #, but de-
pends, of course, on the choice of the basis. In the basis
!XI1 ,XI2" defined by the initial lattice A!l0,h0" in Eq. !A2b",
this matrix equals A!1MA= ! 10

!k
1 ". We say that our system

has monodromy k.

b. Geometric monodromy theorem

Cushman and Duistermaat [28] proved that global action-
angle variables over a punctured open disk D!0,0" \ !0,0" of
regular values !l ,h" of the EM map do not exist if !0,0" is
an isolated critical value of the EM map which corresponds
to the singular fiber called pinched torus. As shown in Fig.
16, this singular fiber is a torus with one basic cycle con-
tracted to a point. The point is an unstable equilibrium of the
system, while the rest of the fiber corresponds to the ho-
moclinically connected stable and unstable manifolds of this
equilibrium. Furthermore, for a contour # around !0,0",
monodromy computed as explained in Appendix A 3 a is 1
[29].

APPENDIX B: SPHERICAL PENDULUM SYSTEMS

Spherical pendulum was discovered by Huygens about 30
years before Newton (see Ref. [4], p. 402). Some 360 years
later, Duistermaat used spherical pendulum as an example
when he introduced Hamiltonian monodromy in 1980 [6]. It
was largely due to Cushman that molecular physicists under-
stood the monodromy of this system and became interested
in its molecular analog [30]. The closest analog, which they
came up with very early, was a flexible triatomic molecule
HAB, such as HCN, HCP, HClO, etc.
With all parameters scaled out, the unconstrained Hamil-

tonian of the spherical pendulum is

H = 1
2 !px

2 + py
2 + pz

2" + z = 1
2p

2 + z . !B1a"

The motion is constrained to the surface of the sphere and
the momentum vector is tangent to this surface,

r2 = x2 + y2 + z2 = 1, r · p = xpx + ypy + zpz = 0.
!B1b"

This system is invariant with regard to rotations about axis z.
The corresponding first integral is, of course, the z compo-
nent of the angular momentum

L = #r ! p$z = xpy ! ypx. !B2"

Mathematical analysis of spherical pendulum can be found
in Chap. IV of Ref. #4$. The leitmotiv there is “no polar
coordinates.” We like to give an idea of why and how this is
done without polar coordinates.

1. Energy-momentum map

We explain how to find the image and fibers of the EM
map of the spherical pendulum system (Fig. 1) directly from
Eqs. (B1). Alternatively, this can be done after reducing the
axial symmetry, see Appendix B 2 and Ref. [4].
The integral fibration of the spherical pendulum system

defined in Eq. (B1) can be analyzed using the 4$6 Jacobian
matrix !F /!%, where F= !L ,H ,r2 ,r ·p" and %
= !x ,y ,z ,px ,py ,pz". We compute the rank of this matrix. Spe-
cifically, we find all critical points %c of F where this rank is
less than 4 and then compute the corresponding critical val-
ues (L!%crit" ,H!%crit") of the EM map.

a. Equilibria and relative equilibria

Critical values !0,1" and !0,!1" of the EM map of the
spherical pendulum system have rank 0 and correspond to
the upper unstable equilibrium with z=1 and the lower stable
equilibrium with z=!1, respectively. Critical values with
rank 1 lift to the relative equilibria, which are periodic tra-
jectories coinciding with the orbits of the axial symmetry
action, i.e., the orbits of the flow &L of the angular momen-
tum L in Eq. (B2). They project to latitudinal circles in the
configuration space S2 and correspond to the maximum
length %L % = %!% at each given fixed energy h.
The study of !F /!% can be simplified if we use the axial

symmetry of the system and restrict !F /!% to a vertical plane
containing axis z, such as the plane &x=0'. Note that for
relative equilibria ż=pz=0. Furthermore, when x=pz=0 we
can only satisfy Eq. (B1b) if either y=0 or py=0. The former
solution corresponds to the two equilibria with z= ±1; we
should, therefore, use the latter solution. Direct computation
now shows that !F /!%%x=pz=py=0 has only three 4$4 minors
with nonzero determinants:

D1 = ! zd, D2 = ! yd, D3 = pxd ,

where d=y2+zpx
2. The nontrivial solution of D1=D2=D3=0,

! = ± !1 ! z2"/(! z, h = !3z2 ! 1"/!2z" , !B3"

where !1'z'0 is the elevation of the relative equilibrium,
leads to d=0 and is compatible with Eq. !B1b" and x=pz
=py=0. Equations !B3" define the relation between h and !
for relative equilibria, and give the lower boundary of the
image of the EM map in Fig. 1.

b. Pinched torus

The critical value !! ,h"= !0,1" (see Fig. 1) corresponds to
the upper equilibrium with z=1 and all homoclinic orbits
which begin and come back to this equilibrium (in infinite
time) while zooming by the bottom point z=!1 with just
enough energy to climb back up. These trajectories fill up the

FIG. 16. Two possible plots of a pinched torus; cf. Chap. IV.3,
Fig. 3.5 on p. 163 of Ref. [4]. Both representations are equivalent in
the four-dimensional phase space.

EFSTATHIOU, JOYEUX, AND SADOVSKIÍ PHYSICAL REVIEW A 69, 032504 (2004)

032504-12



Statistical Mechanics of Boson Pairs Dynamics of Spinor Condensates

At a pinch...
In the (`,E ) plane, there is a special point (0, 0) where torus
pinches

!!l0,h0" =!!l1,h1" + k2" .

The matrix M does not depend on the choice of #, but de-
pends, of course, on the choice of the basis. In the basis
!XI1 ,XI2" defined by the initial lattice A!l0,h0" in Eq. !A2b",
this matrix equals A!1MA= ! 10

!k
1 ". We say that our system

has monodromy k.

b. Geometric monodromy theorem

Cushman and Duistermaat [28] proved that global action-
angle variables over a punctured open disk D!0,0" \ !0,0" of
regular values !l ,h" of the EM map do not exist if !0,0" is
an isolated critical value of the EM map which corresponds
to the singular fiber called pinched torus. As shown in Fig.
16, this singular fiber is a torus with one basic cycle con-
tracted to a point. The point is an unstable equilibrium of the
system, while the rest of the fiber corresponds to the ho-
moclinically connected stable and unstable manifolds of this
equilibrium. Furthermore, for a contour # around !0,0",
monodromy computed as explained in Appendix A 3 a is 1
[29].

APPENDIX B: SPHERICAL PENDULUM SYSTEMS

Spherical pendulum was discovered by Huygens about 30
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tonian of the spherical pendulum is
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The motion is constrained to the surface of the sphere and
the momentum vector is tangent to this surface,

r2 = x2 + y2 + z2 = 1, r · p = xpx + ypy + zpz = 0.
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This system is invariant with regard to rotations about axis z.
The corresponding first integral is, of course, the z compo-
nent of the angular momentum

L = #r ! p$z = xpy ! ypx. !B2"

Mathematical analysis of spherical pendulum can be found
in Chap. IV of Ref. #4$. The leitmotiv there is “no polar
coordinates.” We like to give an idea of why and how this is
done without polar coordinates.

1. Energy-momentum map

We explain how to find the image and fibers of the EM
map of the spherical pendulum system (Fig. 1) directly from
Eqs. (B1). Alternatively, this can be done after reducing the
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The integral fibration of the spherical pendulum system
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cifically, we find all critical points %c of F where this rank is
less than 4 and then compute the corresponding critical val-
ues (L!%crit" ,H!%crit") of the EM map.

a. Equilibria and relative equilibria

Critical values !0,1" and !0,!1" of the EM map of the
spherical pendulum system have rank 0 and correspond to
the upper unstable equilibrium with z=1 and the lower stable
equilibrium with z=!1, respectively. Critical values with
rank 1 lift to the relative equilibria, which are periodic tra-
jectories coinciding with the orbits of the axial symmetry
action, i.e., the orbits of the flow &L of the angular momen-
tum L in Eq. (B2). They project to latitudinal circles in the
configuration space S2 and correspond to the maximum
length %L % = %!% at each given fixed energy h.
The study of !F /!% can be simplified if we use the axial

symmetry of the system and restrict !F /!% to a vertical plane
containing axis z, such as the plane &x=0'. Note that for
relative equilibria ż=pz=0. Furthermore, when x=pz=0 we
can only satisfy Eq. (B1b) if either y=0 or py=0. The former
solution corresponds to the two equilibria with z= ±1; we
should, therefore, use the latter solution. Direct computation
now shows that !F /!%%x=pz=py=0 has only three 4$4 minors
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where d=y2+zpx
2. The nontrivial solution of D1=D2=D3=0,
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leads to d=0 and is compatible with Eq. !B1b" and x=pz
=py=0. Equations !B3" define the relation between h and !
for relative equilibria, and give the lower boundary of the
image of the EM map in Fig. 1.
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The critical value !! ,h"= !0,1" (see Fig. 1) corresponds to
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which begin and come back to this equilibrium (in infinite
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EFSTATHIOU, JOYEUX, AND SADOVSKIÍ PHYSICAL REVIEW A 69, 032504 (2004)
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Rotation angle in the Mexican hat



Statistical Mechanics of Boson Pairs Dynamics of Spinor Condensates

Rotation angle

10

φ

t

−Φ

4π

2π

T 2T

T

Φ

FIG. 13. (Color online) (Left) As we circle the origin in Sz,
H space for q̃ < 0 the period lattice is deformed continuously,
returning to its original form, but after shifting the lattice
vector corresponding to I3 by 2π in the φ direction. (Right)
Schematic illustration of the rotation angle. While executing
a single period T of motion on the reduced phase space the
system rotates by an angle Φ

The vector e3 = 2π
�

∂I3

∂N
∂I3

∂Sz

∂I3

∂H

�
tells us how to exe-

cute a closed orbit around the third circle of the three-
torus: we evolve for a time 2π ∂I3

∂H (this is then the period
of the motion on the reduced phase space), change the
overall phase of the spinor by 2π ∂I3

∂N , and rotate about

the z-axis by 2π ∂I3

∂Sz
. The rotation angle

Φ(Sz, H) ≡ −2π
∂I3

∂Sz
(46)

is therefore the rotation about the z-axis associated with
one period of the reduced motion (see Fig. 14). Com-
paring with Eq. (43) we arrive at the surprising con-
clusion that for q̃ < 0, Φ(Sz, H) is not a single-valued
function, but rather increases by 2π upon encircling the
origin H = Sz = 0. By contrast the period

T ≡ 2π
∂I3

∂H
(47)

is single-valued (though logarithmically diverging as we
pass through the origin). T may be expressed as an el-
liptic integral [21]. Note that for q̃ > 0 the separatrix
divides the phase space into two disjoint regions (see
Fig. 13). In each of these regions action-angle coordi-
nates can be introduced without difficulty.

The non-trivial mapping of the period lattice into it-
self upon encircling the origin in (Sz, H) space is the
characteristic signature of monodromy (see Fig. 14), and
by Eq. (24) corresponds to angle variables that are not
single-valued. The mapping of the period lattice vectors
is written as

ei → e�i = Mijej , (48)

where M is a integer-valued matrix of unit determinant
(an element of the group SL(3, Z)) called the monodromy
matrix. In our case

M =




1 0 0
0 1 0
0 1 1


 (49)

Note that we can focus on the 2 − 3 subspace of the pe-
riod lattice. Nothing interesting happens in the direction
corresponding to I1 = N , reflecting the fact that N was
scaled out of the problem.

What is special about the point Sz = H = 0 for q̃ < 0?
Recall from the discussion of Section IIIA that for Sz = 0
the reduced phase space is a cone and for H < 0 the tra-
jectory encircles the tip, while for H > 0 it does not.
From Eq. (31) the tip of the cone corresponds to the
state (a1, a0, a−1) = (0, e−iχ, 0), which is invariant under
rotations about the z-axis. Thus the torus is pinched at
this point: the circle corresponding to rotations through
φ has contracted to nothing. Without such a singularity
there would be no distinction between paths that circuit
the origin and those that do not, and hence no possibility
of non-trivial monodromy. Further, the structure of the
singularity – known as a focus-focus singularity in the
mathematical literature – actually fixes the monodromy
without the need for explicit calculation of the actions
[26–28]. To see this, let us consider the quadratic Hamil-
tonian in the vicinity of the tip of the cone. After fixing
a0 = 1, Eq. (5) gives

hquad = |a1 + a∗
−1|2 + q̃

�
|a1|2 + |a−1|2

�
. (50)

In the range −2 < q̃ < 0 this corresponds to an ‘inverted’
complex oscillator, as may be seen by defining

z ≡ 1√
2

�
2 − |q̃|

|q̃|

�1/4 �
a1 + a∗

−1

�

� ≡ − i√
2

� |q̃|
2 − |q̃|

�1/4 �
a1 − a∗

−1

�
.

(51)

with {z,�∗}PB = 1. In terms of these variables

hquad = Ω
�
|z|2 − |�|2

�
(52)

where Ω =
�

|q̃|(2 − |q̃|). The unstable and stable modes
are then

a± ≡ 1√
2

(z ∓�) (53)

satisfying
�
a+, a∗

−
�

PB
= 1. In terms of these modes

h = Ω
�
a∗
+a− + a∗

−a+

�

sz = a∗
−a+ − a∗

+a+.
(54)

The linearized equations of motion are ȧ± = ±Ωa±,
showing that as a+ grows exponentially, a− decays so
as to conserve a∗

+a−. We now recapitulate an argument
from Ref. [29] that shows how these simple considerations
fix the monodromy.

From Eq. (54), varying the overall phase of a∗
+a−

amounts to circling the origin h = sz = 0. When ei-
ther a+ or a− vanishes (and the other is small), we are
on the pinched torus, the two components corresponding
to the stable and unstable branches respectively. These
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Hamiltonian monodromy in a nutshell

Rotation angle increases by 2π as we circle the pinched torus
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Some history

• 1673 Huygens finds period of spherical pendulum (20 years
before Newton!)

• Classical mechanics: Newton, Euler, .... Hamilton ...

• 1980 Duistermaat discovers Hamiltonian monodromy, with
the spherical pendulum a prominent example.

• 1988 Cushman and Duistermaat discuss signatures in
quantum mechanics (no time today...)

• 1997 Molecular physicists become interested. Candidate
systems are flexible triatomic molecules HAB, such as HCN,
HCP, HClO.
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From another cold atom lab...

Experimental Demonstration of Classical Hamiltonian Monodromy
in the 1:1:2 Resonant Elastic Pendulum

N. J. Fitch,1 C. A. Weidner,1 L. P. Parazzoli,1 H. R. Dullin,2 and H. J. Lewandowski1

1JILA and Department of Physics, University of Colorado, Boulder, Colorado 80309-0440
2School of Mathematics and Statistics, The University of Sydney, Sydney, NSW 2006, Australia

(Received 7 April 2009; published 15 July 2009)

The 1:1:2 resonant elastic pendulum is a simple classical system that displays the phenomenon known

as Hamiltonian monodromy. With suitable initial conditions, the system oscillates between nearly pure

springing and nearly pure elliptical-swinging motions, with sequential major axes displaying a stepwise

precession. The physical consequence of monodromy is that this stepwise precession is given by a smooth

but multivalued function of the constants of motion. We experimentally explore this multivalued behavior.

To our knowledge, this is the first experimental demonstration of classical monodromy.

DOI: 10.1103/PhysRevLett.103.034301 PACS numbers: 45.05.+x, 02.30.Ik, 45.50.!j

After more than 300 years since the formulation of
Newton’s laws of motion, one would expect that a system
as simple as a mass on a spring would have been fully
understood for some time. In fact, an in-depth investigation
of even a subset of its possible dynamics produces a
number of surprises. Chief among these is a phenomena
known as Hamiltonian monodromy, which was introduced
by Duistermaat in 1980 as a topological obstruction to the
existence of global action-angle variables [1]. In the reso-
nant elastic pendulum, monodromy has easily observable
physical consequences. Specifically, the observed stepwise
precession of the elliptical swinging major axis is given by
a smooth, but multivalued function of the constants of
motion. This functional form results in loops of values of
the constants of motion having differing overall behavior,
depending on the loop’s topology.

If monodromy were limited to the resonant elastic-
pendulum system as a special case, it would be considered
just an esoteric detail. However, it has been shown theo-
retically to exist in many other common and relatively
simple systems, including the spherical pendulum, the
Lagrange top, and the Kirchoff top [1–4]. Most intriguing
are the quantum mechanical implications in atomic and
molecular systems. When a classical system exhibits mo-
nodromy, the energy eigenstates of the corresponding
quantum system can not be mapped onto a simple lattice
labeled by integer quantum numbers. Defects in the lattice
of eigenstates are the striking signature of monodromy in
the global structure of a quantum spectrum. In addition to
the static effect that monodromy has on global quantum
numbers, dynamical consequences have also recently been
predicted [5,6]. Important quantum systems have been
shown theoretically to have monodromy, including ellip-
soidal billiards [7], trapped Bose gases [8], the Hþ

2 mo-
lecular ion [9], the hydrogen atom in combined electric and
magnetic fields [10–12], dipolar symmetric-top molecules
in electric fields [13], and the ro-vibrational spectra of
quasilinear molecules such as CO2 [14–16]. As we discuss
below, monodromy can occur near relative equilibria.

There is thus the intriguing possibility that the singular
behavior of monodromy may be a common feature of
dynamics near chemical isomerization thresholds [17].
A quantum analog of the resonant elastic pendulum

under consideration here (Fig. 1) is the Fermi resonance
in the CO2 molecule, whose monodromatic features have
been thoroughly investigated theoretically [14,16]. Despite
the large number of systems in which monodromy is
theoretically predicted, there have been no previous clas-
sical experiments and only a single quantum experiment
[18] of which we are aware. In developing a more heuristic
understanding of monodromy in quantum systems, it is
useful to have a classical example to guide one’s intuition.
Thus we designed our experiment on a readily realized
classical system in which the consequences of monodromy
are relatively easy to observe.
Hamiltonian monodromy is a property of certain inte-

grable systems. For a more complete introduction than
appears here; see Refs. [19,20]. For concreteness, consider
an integrable conservative classical system with N degrees
of freedom described by the Hamiltonian Hðqi; piÞ with
generalized coordinates fqig and conjugate momenta fpig,
with i ¼ 1; . . . ; N. The fqi; pig form the coordinates of the
2N dimensional phase space P2N

q;p. Such systems contain a
set of N independent constants of motion fFkðqi; piÞg that

FIG. 1. Diagram of an elastic pendulum in a gravitational field
of acceleration g. One type of motion is swinging with fixed
energy in the z dimension. This motion projected onto the XY
plane is an ellipse.
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The construction of the set of constants of motion begins
with an examination of the Hamiltonian. With the origin at
the pivot point, the full Hamiltonian for the 1:1:2 resonant
elastic pendulum is given by

~H ¼ 1

2
ðp2

x þ p2
y þ p2

zÞ þ zþ 1

2
!2

!
1% 1

!2 % r
"
2
; (1)

where the unit scaling m ¼ g ¼ l ¼ 1 has been used, ! ¼
ð!s=!pÞ ¼ ðkl=mgÞ1=2 ¼ 2 is the ratio of springing to

swinging frequencies, r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2

p
, and the pi are

the ith dimensional momenta. ~H is invariant under a rota-
tion around the z axis. Therefore the angular momentum
Lz ¼ xpy % ypx is conserved. After an expansion to cubic
order about the free-hanging equilibrium position and an
averaging over the fast dynamics, the effective
Hamiltonian is given by

H¼ 1

2
ðp2

x þp2
y þp2

z þ x2 þ y2 þ!2z2Þ

þ
!
%"

8
½ðxpx þ ypyÞpz þðx2 þ y2Þz%ðp2

x þp2
yÞz'

"

(H2 þH3;

where " ¼
ffiffi
2

p
16 ð!2 % 1Þ, H2 (H3) is the quadratic (cubic)

contribution, and z is now measured from the equilibrium-
hanging position. Under this approximation, the system is
integrable with three constants-of-motion fH;H2; Lzg in
3 degrees of freedom. The critical values of the resulting
EM:fx; y; z; px; py; pzg ! fH;H2; Lzg form a ‘‘conical
lemon’’ surface and a thread [Fig. 2(c)]. The thread corre-
sponds to purely springing motions at various total ener-
gies. Loops in the 3D range of the EM are somewhat
difficult to visualize, so a reduction to an equivalent two-
dimensional (2D) system is carried out. Each set of con-
stants of motion is classified first by its value for H2,
effectively taking a slice out of the conical lemon in
Fig. 2(c). A scaling of the remaining two quantities
fH;Lzg is implemented to map the various slices onto
each other. This mapping allows different sets of constants
of motion to be compared easily as points in the now 2D
lemon [Fig. 2(a)]. The new dimensionless constants of

motion are

# ¼ H%H2

"H3=2
2

; $ ¼ Lz

H2
: (2)

With this scaling, the thread pierces the 2D lemon at
ð$;#Þ ¼ ð0; 0Þ, producing a singularity [Fig. 2(a)]. This
singularity is responsible for the existence of monodromy.
The presence of the monodromy-producing singularity

causes a rotation number of the integrable approximation
to be multivalued. This rotation number corresponds to the
step size!% of the stepwise-precessing swing plane during
a full cycle of swinging, springing, and back to swinging.
Thus the physical consequences of monodromy are easily
observed. To first order, !% takes the form

!% ¼ argð#þ i$Þ: (3)

The arg function extracts the argument (phase angle) of a
complex number and can be made single-valued but dis-
continuous through a branch-cut or can be viewed as multi-
valued and smooth. The presence of this multivalued
rotation number proves that monodromy exists in this
system. Explicit calculations for the various loops of con-
stants of motion appear in Fig. 2. Curves in Fig. 2(b) are
labeled on the right with their corresponding loop numbers
in (a). Loops not enclosing the singularity return smoothly
back to their initial values. Loop 5 is different in that it does
not.
The experimental goal is to measure !% at positions

along loops similar to those in Fig. 2(a) by varying initial
conditions. Successful experimental measurement of !%
relies on relatively pure and long-lived swinging motion.
The former is necessary to determine when the motion is to
be classified as purely swinging, purely springing, or in
transition. The latter allows for one or more complete
ellipses to be traced out for each purely swinging motion,
which facilitates a determination of the swing-plane ori-
entation. The purity and lifetime of the swinging motion
depends both on initial conditions and on how well the 1:2
resonance condition is satisfied. Our experimental parame-
ters are k ¼ 6:8ð2Þ N=m, m ¼ 0:224ð1Þ kg, and l0 ¼
1:00ð1Þ m. These parameters yield ! ¼ 2:0ð1Þ, and pure
swinging motions that persist for several seconds. Typical
energy-damping times are on the order of minutes.
Once motion with well-defined swinging motions can be

created, the next requirement is an accurate determination
of the ball’s 3D position as a function of time, ~xðtÞ. These
data allow for a determination of the swing planes and
therefore the stepwise precession angle, as well as the
calculation of $, #, and the expected !%. We capture the
motion using two video cameras operating at 30 frames per
second, one (XY camera) shooting video from below and
the other (XZ camera) from the side. To determine the
position of the mass, a circle is fit to the ball’s image for
each frame in the video. Our circle-fitting scheme relies on
the color gradient at the edge of the ball’s image and
therefore necessitates a high-contrast ratio between the

FIG. 3. Measured mass positions as projected onto the XY
plane during three successive near-pure-swinging motions.
These data are fit to the expected elliptical functional form.
The major axes of these ellipses represent the orientation of the
swing plane %. In the example data, !% ¼ 32).
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ball and its background. To achieve the needed contrast,
the ball is painted white and illuminated against a black
background. From measured ~xðtÞ, we fit the projected
elliptical motion of the ball, as viewed by the XY camera
during pure-swinging motion, to an ellipse using a direct
least-squares scheme. Fitting of successive pure-swinging
motions yields the stepwise precession. Our procedure is to
measure three such swing planes and take the average of
the two steps. Typical data for a single experimental run are
shown in Fig. 3. Each point represents the fitted position of
the pendulum bob for a single frame of the captured video.
Step angles between swing planes f1; 2g and f2; 3g typically
differed by 2# to 10#, depending on the ellipse eccentricity.
Instantaneous positions and velocities were measured dur-
ing the part of a projected ellipse with the least curvature to
minimize errors due to accelerations. These instantaneous
conditions were used to calculate the constants of motion
and the expected step angle.

Step-precession behavior for two experimental loops is
shown in Fig. 4. As in Fig. 2(b), the plots are denoted on the
right by their approximate loop labels corresponding to
Fig. 2(a). Since swing planes are only determined within an
additive constant of 180#, continuity of nearby !i mea-
surements is used to determine absolute positions of the
solid circles. Deviation of the singularity-enclosing loop
($5, solid points) from the expected straight line is due
mainly to nonideal measurements of the constants of mo-
tion. In contrast, the noisy structure in the non-singularity-
enclosing loop ($3, open points) is a combination of these
nonideal measurements and the difficulty of experimen-
tally launching the pendulum bob with predetermined
constants of motion. This difficulty causes the experimen-
tal loops to not be perfect circles, but, crucially, they are
still homotopic to circles. This difficulty is not an issue for
the singularity-enclosing loop, as it shares the same origin
as the arg function. The qualitative difference between the
singularity-enclosing loop ($5) and the non-singularity-

enclosing loop ($3) is clearly evident. We see that the
former loop does not come around to its initial value upon
returning to the initial point, while the latter does.
It is a simple distinction: does or does not the size of a

stepwise precession advance by 360# as one maps out the
behavior along a loop through constants-of-motion space?
Yet, the key to our first-ever experimental study of classical
monodromy is our ability to observe both behaviors in the
resonant elastic pendulum. We hope that this simple clas-
sical example can be part of a solid foundation upon which
to build the intuition necessary to understand the subtle, but
by no means rare, instances in which monodromy pro-
foundly influences the quantum spectra of atoms, mole-
cules, and more complicated objects.
The authors would like to thank Sarah Anderson for the
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FIG. 4. Experimental measurements of the step angle between
successive swinging motions as loops in (", #) space are mapped
out. A loop enclosing the singularity (solid circles) does not
return to its initial value, thus demonstrating monodromy. These
data agree with the theoretical prediction (solid line). A loop
[loop 3 in Fig. 2(c)] not enclosing the singularity (open circles) is
shown for comparison.
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Spin-1 gas in the single mode approximation

HSMA =
c0

2V
: N 2 : +

c2

2V
: S · S : +HZ.

N =
1∑

m=−1

a∗mam S =
∑

m,m′

a∗mSmm′am′

Smn spin-1 matrices, and HZ =
∑

m a∗m
[
pm + qm2

]
am

h ≡ 1

2N2

[
S2
z + 2

(
a∗1a
∗
−1(a0)2 + (a∗0)2a1a−1

)
+ 2a∗0a0

(
a∗1a1 + a∗−1a−1

)]

+
q̃

N

[
a∗1a1 + a∗−1a−1

]
.

q̃ = q/c2n. h is energy per particle in units of c2n
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Classical mechanics of the spin-1 gas

h ≡ 1

2N2

[
S2
z + 2

(
a∗1a
∗
−1(a0)2 + (a∗0)2a1a−1

)
+ 2a∗0a0

(
a∗1a1 + a∗−1a−1

)]

+
q̃

N

[
a∗1a1 + a∗−1a−1

]
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phase and population engineering. Finally, we use this technique
to drive the spinor condensate to and away from its spin ground
state, which allows us to measure the spin-coherence time21.

Stimulated by the seminal theoretical works of Ho12 and
Ohmi and Machida13 and early experiments by the JILA14,28 and
MIT15 groups, much study has been done on spinor condensates.
Theoretical work has covered ground-state structure12,13,20,21,29,
coherent spinor dynamics21–26, rotating spinor condensates30 and
many other topics. Spin mixing has been observed in both spin
F = 1 and F = 2 condensates15,18,19,31, although the coherence of this
process has not yet been demonstrated conclusively. Observations
thus far have revealed mostly incoherent relaxation of initially non-
equilibrium spin populations to lower energy configurations from
which the sign of the spin interaction parameter c2 was determined.
Although overdamped single oscillations in spin populations have
been observed in experiments by us and others, their interpretation
has been limited because the initial spin configurations in these
experiments were metastable, and evolution from these states is
noise driven15,18,19,31. Nonetheless, from these observations, as well
as studies of spin domain formation, it was possible to determine
the magnetic nature of the ground states.

At the microscopic level, the interactions in spinor Bose gases
are determined by spin-dependent two-body collisions. In the case
of two colliding spin-F identical bosons, the available collision
channels are restricted by symmetry to those with total spin
Ftot = 2F,2F − 2,...,0 characterized by s-wave scattering lengths
aFtot at low energies. We focus on the F = 1 case here, and, in the
framework of mean-field theory, the interaction energy including
spin can be written as U(r) = δ(r)(c0 + c2Fa ·Fb), refs 12,13, where
δ(r) is the Dirac delta function, r is the distance between two atoms
a,b and c0 =4πh̄2(a0+2a2)/3m and c2 =4πh̄2(a2−a0)/3m, where h̄
is the reduced Planck constant, m is the atomic mass and a0,2 are the
s-wave scattering lengths for the total spin-0, 2 channels. For 87Rb
atoms in the F = 1 hyperfine state, the scattering lengths a0,2 are
nearly equal, and hence the spin-dependent mean-field energy
c2n is very small (only 200 pK, refs 32,33, for typical densities
n ∼ 1014 cm−3) compared with both the scalar mean field, c0n, and
the estimated temperature of the gas, ∼50 nK. Nonetheless, the
small spin-dependent mean-field couplings are non-negligible and
lead to qualitatively different ground-state structures depending
on the sign of c2, being ferromagnetic (c2 < 0) for 87Rb (refs 18,
19,32,33) or anti-ferromagnetic (c2 > 0) for 23Na (refs 15,34).
Moreover, these spinor interactions yield a rich variety of coherent
and incoherent phenomena including coherent spinor mixing,
spin squeezing and entanglement21,35, spin domain formation and
spinor vortices.

A single-component (scalar) atomic condensate with a large
number of atoms is well described within a mean-field treatment
by an order parameter (condensate wavefunction) governed by the
nonlinear Schrödinger or Gross–Pitaevskii equation. For an F = 1
spinor condensate, the three Zeeman components with magnetic
quantum numbers mF = 1,0,−1 are described by a vector order
parameter ψψψ(r,t) = (ψ1,ψ0,ψ−1), which is governed by a set of
three coupled Gross–Pitaevskii equations12,21:

ih̄
∂ψ1

∂t
= L1ψ1 + c2(n1 +n0 −n−1)ψ1 + c2ψ

2
0ψ

∗
−1, (1)

ih̄
∂ψ0

∂t
= L0ψ0 + c2(n1 +n−1)ψ0 +2c2ψ

∗
0ψ1ψ−1, (2)

ih̄
∂ψ−1

∂t
= L−1ψ−1 + c2(n−1 +n0 −n1)ψ−1 + c2ψ

2
0ψ

∗
+1, (3)

where L±1,0 = (−h̄2∇2/2m+Vt +E±1,0 +c0n−µ),Vt,E±1,0 and n±1,0

are the optical trapping potential, Zeeman energies and densities
for the corresponding Zeeman projections, µ is the chemical
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Figure 1 Coherent spin mixing of spin-1 Bose condensate in an optical trap.
The F= 1, mF = 1,0,−1 spin states of 87Rb condensates confined in an optical
trap start from a superposition of spin components at t= 0. They are allowed to
evolve freely to initiate coherent spin mixing, which results in oscillations of their
populations. a, The schematic indicates the fundamental spin-mixing process.
b, Absorptive images of the condensates for different evolution times. In this
example, the initial relative populations are ρ (1,0,−1) % (0,3/4,1/4). The
condensates are probed 18 ms after release from the trap and, to separate the spin
components for imaging, a weak magnetic field gradient is applied for 3 ms during
expansion of the condensates. The field of view is 600 µm×180 µm. c, Spin
populations versus evolution time for the same initial population configuration
showing four clear oscillations. The damping of the oscillations is due to the
breakdown of the SMA readily apparent in the t= 140 ms absorptive image. Here
the dotted, solid and dashed lines represent the populations in the mF = 1,0 and
−1 states, respectively. The inset shows the measured oscillation period versus the
initial population of the 0 state for different initial superpositions of mF = 0,−1
states, which compares well with the theoretical prediction23. The (typical) error bars
shown are the standard deviation of three repeated measurements.
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Classical mechanics of the spin-1 gas

There are three conserved quantities

1. The energy Nh

2. The angular momentum Sz
3. The particle number N

For a range of parameters this systems displays monodromy!
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phase and population engineering. Finally, we use this technique
to drive the spinor condensate to and away from its spin ground
state, which allows us to measure the spin-coherence time21.

Stimulated by the seminal theoretical works of Ho12 and
Ohmi and Machida13 and early experiments by the JILA14,28 and
MIT15 groups, much study has been done on spinor condensates.
Theoretical work has covered ground-state structure12,13,20,21,29,
coherent spinor dynamics21–26, rotating spinor condensates30 and
many other topics. Spin mixing has been observed in both spin
F = 1 and F = 2 condensates15,18,19,31, although the coherence of this
process has not yet been demonstrated conclusively. Observations
thus far have revealed mostly incoherent relaxation of initially non-
equilibrium spin populations to lower energy configurations from
which the sign of the spin interaction parameter c2 was determined.
Although overdamped single oscillations in spin populations have
been observed in experiments by us and others, their interpretation
has been limited because the initial spin configurations in these
experiments were metastable, and evolution from these states is
noise driven15,18,19,31. Nonetheless, from these observations, as well
as studies of spin domain formation, it was possible to determine
the magnetic nature of the ground states.

At the microscopic level, the interactions in spinor Bose gases
are determined by spin-dependent two-body collisions. In the case
of two colliding spin-F identical bosons, the available collision
channels are restricted by symmetry to those with total spin
Ftot = 2F,2F − 2,...,0 characterized by s-wave scattering lengths
aFtot at low energies. We focus on the F = 1 case here, and, in the
framework of mean-field theory, the interaction energy including
spin can be written as U(r) = δ(r)(c0 + c2Fa ·Fb), refs 12,13, where
δ(r) is the Dirac delta function, r is the distance between two atoms
a,b and c0 =4πh̄2(a0+2a2)/3m and c2 =4πh̄2(a2−a0)/3m, where h̄
is the reduced Planck constant, m is the atomic mass and a0,2 are the
s-wave scattering lengths for the total spin-0, 2 channels. For 87Rb
atoms in the F = 1 hyperfine state, the scattering lengths a0,2 are
nearly equal, and hence the spin-dependent mean-field energy
c2n is very small (only 200 pK, refs 32,33, for typical densities
n ∼ 1014 cm−3) compared with both the scalar mean field, c0n, and
the estimated temperature of the gas, ∼50 nK. Nonetheless, the
small spin-dependent mean-field couplings are non-negligible and
lead to qualitatively different ground-state structures depending
on the sign of c2, being ferromagnetic (c2 < 0) for 87Rb (refs 18,
19,32,33) or anti-ferromagnetic (c2 > 0) for 23Na (refs 15,34).
Moreover, these spinor interactions yield a rich variety of coherent
and incoherent phenomena including coherent spinor mixing,
spin squeezing and entanglement21,35, spin domain formation and
spinor vortices.

A single-component (scalar) atomic condensate with a large
number of atoms is well described within a mean-field treatment
by an order parameter (condensate wavefunction) governed by the
nonlinear Schrödinger or Gross–Pitaevskii equation. For an F = 1
spinor condensate, the three Zeeman components with magnetic
quantum numbers mF = 1,0,−1 are described by a vector order
parameter ψψψ(r,t) = (ψ1,ψ0,ψ−1), which is governed by a set of
three coupled Gross–Pitaevskii equations12,21:
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where L±1,0 = (−h̄2∇2/2m+Vt +E±1,0 +c0n−µ),Vt,E±1,0 and n±1,0

are the optical trapping potential, Zeeman energies and densities
for the corresponding Zeeman projections, µ is the chemical
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Figure 1 Coherent spin mixing of spin-1 Bose condensate in an optical trap.
The F= 1, mF = 1,0,−1 spin states of 87Rb condensates confined in an optical
trap start from a superposition of spin components at t= 0. They are allowed to
evolve freely to initiate coherent spin mixing, which results in oscillations of their
populations. a, The schematic indicates the fundamental spin-mixing process.
b, Absorptive images of the condensates for different evolution times. In this
example, the initial relative populations are ρ (1,0,−1) % (0,3/4,1/4). The
condensates are probed 18 ms after release from the trap and, to separate the spin
components for imaging, a weak magnetic field gradient is applied for 3 ms during
expansion of the condensates. The field of view is 600 µm×180 µm. c, Spin
populations versus evolution time for the same initial population configuration
showing four clear oscillations. The damping of the oscillations is due to the
breakdown of the SMA readily apparent in the t= 140 ms absorptive image. Here
the dotted, solid and dashed lines represent the populations in the mF = 1,0 and
−1 states, respectively. The inset shows the measured oscillation period versus the
initial population of the 0 state for different initial superpositions of mF = 0,−1
states, which compares well with the theoretical prediction23. The (typical) error bars
shown are the standard deviation of three repeated measurements.
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Rotation angle in spinor condensates

Monitor evolution of perpendicular magnetization

Can be measured by Faraday rotation spectroscopy
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Summary

In multicomponent quantum gases find unusual phase transitions

Yifei Shi, AL & Paul Fendley arXiv:1108.5744
Andrew James & AL PRL 106, 140402 (2011)

...and unusual dynamics

AL, Phys. Rev. A 83, 033605 (2011)


	Statistical Mechanics of Boson Pairs
	Phase transitions and universality
	Boson pair condensates
	Interplay of strings and vortices

	Dynamics of Spinor Condensates
	Geometry of phase space
	Mechanics of the Mexican hat
	Connection to spinor condensates


