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Evidence for Dark Matter

• galactic rotation curves

Evidence for dark matter...

NGC 2403 rotation curve and model

Evidence for dark matter...

NGC 2403 rotation curve and model • velocity dispersion of galaxies in clusters!



• Observed distribution of galaxies:

• CMB data and SN Ia data!

• strong lensing measurements 
of background objects (usually 
galaxies) 

Scales of dark matter

• DM tested in wide variety of arenas



• collisions of galaxy clusters 
(e.g. bullet cluster)

Scales of dark matter

• DM tested in wide variety of arenas

Most of the universe is beyond the standard 
model

DM is 
collisionless, not 
part of the 
standard model

• success of BBN (DM is non-baryonic)!

• growth of structure (cold DM)



Signals of thermal DM

–Production (accelerators)
–Cosmic rays/indirect detection (PAMELA/
Fermi/WMAP...)

–Direct detection (DAMA/XENON/CDMS...)
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Dark matter production at colliders
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Searches for Particle Dark Matter



What about Gravitational Waves?

Two black holes coalescing

eLISA (future searches!
 in space)

VIRGO (Italy)
LIGO (WA)

LIGO (LA)



Gravitational Waves

Gravitational wave astronomy

• Virtually everything you and I know about the Cosmos has been discovered via electro-
magnetic observations.

• Some information has recently been gleaned from astro-particle observations (neutrinos
and cosmic rays)

• We are now entering an era where we are using a wide variety of detectors to probe the
Cosmos with gravity.

• A full relativistic derivation of the existence and action of gravitational waves is beyond
our scope here, but can be obtained by linearizing the field equations of general relativity.
Here let’s convince our intuition.

• The idea that gravitational information can propagate is a consequence of special relativity:
nothing can travel faster than the ultimate speed limit, c

• Imagine observing a distant binary star and trying to measure the gravitational field at
your location. It is the sum of the field from the two individual components of the binary,
located at distances r1 and r2 from you.

• As the binary evolves in its orbit, the masses change their position with respect to you,
and so the gravitational field must change. It takes time for that information to propagate
from the binary to you — tpropagate = d/c, where d is the luminosity distance to the binary.

• The propagating effect of that information is known as gravitational radiation, which you
should think of in analogy with the perhaps more familiar electromagnetic radiation

• Far from a source (like the aforementioned binary) we see the gravitational radiation field
oscillating and these propagating oscillating disturbances are called gravitational waves.

• Like electromagnetic waves

◃ Gravitational waves are characterized by a wavelength λ and a frequency f
◃ Gravitational waves travel at the speed of light, where c = λ · f
◃ Gravitational waves come in two polarization states (called + and ×)

1 Astrophysics – Lecture

Gravitational wave observatories

• If you want to detect gravitational waves, you have to know what their physical effect on
matter is — what do they do to things you can tape together and call a “detector”

• The fundamental influence of gravitational waves is to change the proper distance between
points in spacetime. That means if you have two free particles, and monitor the spacetime
interval between them, a gravitational wave will change that interval as it passes.

• The different polarization states have different effects on an array of particles. Imagine a
ring of free test particles. The + and × states are named by the distortions they produce on
the ring. For a gravitational wave propagating into or out of the page, the effects are shown
below for a + polarization (in A) and for a × polarization (in B)
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2 Astrophysics – Lecture

Hand-wavy Pictures 

: effect at interferometers

The masses are oscillating —> 
frequency. Energy is damped into 
Gravitational Waves with the 
quadrulopar radiation being the 
dominant.                                  

GWs travel at speed of light 
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
5

96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).
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What we expect to observe when two Black Holes!
coalesce (merge) 

Last Stable (~Keplerian) Orbit at  
!
!
!
~3 times the Schwarzchild radius 

RSch =
2GM

c2

RSch(1M�) = 2.95km

RSch(36M�) = 106km

Energy is damped into GWs —> The system gets closer and masses rotate 
faster. Frequency Increases with time (“chirp”). So does the amplitude (this is !
not a system that will return to equilibrium)

There is a gravitational radius asso- !
ciated with an object of mass M:

R =

✓
GM

tot

!2
max

◆1/3



Basic Estimates

GWs travel at the speed of light:

Take a binary of two compact objects (Kepler’s third law):

take 

f =

r
G

4⇡

M
tot

a3

� = c/f

M
tot

= 20M� and a = 500km thus

or Earth Size (ground-based Observatories)

take M
tot

= 106M� and a = 5⇥ 106km thus

or � ⇠ 3⇥ 107km (space-based Observatories)

2f ⇠ 80Hz

� ⇠ 5⇥ 103km

2f ⇠ 10�2Hz



Basic Scalings

Chirp mass:

hc ⇠
G

c3
Mc

dL
(
G

c3
⇡ f Mc)

2/3

Amplitude of signal *during* Inspiral:

Ignoring redshift.

Mc =
c3

G
(
5

96
⇡�8/3f�11/3ḟ)3/5

—> (for a given freq.): hc ⇠ M5/3
c /dL

(observations are at a certain freq. range )

How to measure those:

<— measuring     and     we get   ḟf Mc

Mc =
(m1m2)3/5

(m1 +m2)1/5

⇠ 10�21

�L(t) = �L
x

� �L
y

= h(t) · L



LIGO Detectors

L
x

= L
y

= L = 4 km

hk(t) = F+
k h+(t) + F⇥

k h⇥(t)

the gravitational-wave signal extraction by broadening the
bandwidth of the arm cavities [51,52]. The interferometer
is illuminated with a 1064-nm wavelength Nd:YAG laser,
stabilized in amplitude, frequency, and beam geometry
[53,54]. The gravitational-wave signal is extracted at the
output port using a homodyne readout [55].
These interferometry techniques are designed to maxi-

mize the conversion of strain to optical signal, thereby
minimizing the impact of photon shot noise (the principal
noise at high frequencies). High strain sensitivity also
requires that the test masses have low displacement noise,
which is achieved by isolating them from seismic noise (low
frequencies) and designing them to have low thermal noise
(intermediate frequencies). Each test mass is suspended as
the final stage of a quadruple-pendulum system [56],
supported by an active seismic isolation platform [57].
These systems collectively provide more than 10 orders
of magnitude of isolation from ground motion for frequen-
cies above 10 Hz. Thermal noise is minimized by using
low-mechanical-loss materials in the test masses and their

suspensions: the test masses are 40-kg fused silica substrates
with low-loss dielectric optical coatings [58,59], and are
suspended with fused silica fibers from the stage above [60].
To minimize additional noise sources, all components

other than the laser source are mounted on vibration
isolation stages in ultrahigh vacuum. To reduce optical
phase fluctuations caused by Rayleigh scattering, the
pressure in the 1.2-m diameter tubes containing the arm-
cavity beams is maintained below 1 μPa.
Servo controls are used to hold the arm cavities on

resonance [61] and maintain proper alignment of the optical
components [62]. The detector output is calibrated in strain
by measuring its response to test mass motion induced by
photon pressure from a modulated calibration laser beam
[63]. The calibration is established to an uncertainty (1σ) of
less than 10% in amplitude and 10 degrees in phase, and is
continuously monitored with calibration laser excitations at
selected frequencies. Two alternative methods are used to
validate the absolute calibration, one referenced to the main
laser wavelength and the other to a radio-frequency oscillator

(a)

(b)

FIG. 3. Simplified diagram of an Advanced LIGO detector (not to scale). A gravitational wave propagating orthogonally to the
detector plane and linearly polarized parallel to the 4-km optical cavities will have the effect of lengthening one 4-km arm and shortening
the other during one half-cycle of the wave; these length changes are reversed during the other half-cycle. The output photodetector
records these differential cavity length variations. While a detector’s directional response is maximal for this case, it is still significant for
most other angles of incidence or polarizations (gravitational waves propagate freely through the Earth). Inset (a): Location and
orientation of the LIGO detectors at Hanford, WA (H1) and Livingston, LA (L1). Inset (b): The instrument noise for each detector near
the time of the signal detection; this is an amplitude spectral density, expressed in terms of equivalent gravitational-wave strain
amplitude. The sensitivity is limited by photon shot noise at frequencies above 150 Hz, and by a superposition of other noise sources at
lower frequencies [47]. Narrow-band features include calibration lines (33–38, 330, and 1080 Hz), vibrational modes of suspension
fibers (500 Hz and harmonics), and 60 Hz electric power grid harmonics.
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instrument

the two grav. wave polarizations

resonant cavity!
(multiplies the effect of GWs by a 

factor of 300)
h+(t) = AGW (t)(1 + cos

2
i)cos�GW (t)

h⇥(t) = �2AGW (t)cos(i) sin�GW (t)

�L(t) ⇠ 10�21 ⇥ 103km ⇠ O(1)fm



properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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The GW150914 event
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8 peaks —> 4 rotations



 The first ever Gravitational Waves signal detection

On Sept. 14th at 9:50:45 UTC (Coordinated Universal Time), the two 
detectors of aLIGO observed a gravitational wave signal from the 
coalescence of two Black Holes. It was observed between 35 and 250 Hz.

The observed Properties are (90 % credible intervals):

m1 = 36+5
�4M�

m2 = 29+4
�4M�

mfinal = 62+4
�4M�

↵ = 0.67+0.05
�0.04 ↵ =

c | ~S |
GM2final spin:

dL = 410+160
�180Mpc

(Planck Cosm. Param.)zs = 0.09+0.03
�0.04

Ė
max

= 3.6⇥ 1056erg/s

(instantaneous)
m

loss

= 3.0+0.5
�0.5M�

The event was observed with a time delay of                                         !
                            between Livingston LA and !
Hanford WA. 
td = 6.9+0.5

�0.4ms

Detection Significance: 5.1�



Remaining properties

The luminosity distance is correlated to the inclination of the orbital plane!
to the line of sight         . Total angular momentum    .

~J

~J

is almost constant during the inspiral.

✓JN

45� < ✓JN < 135� with a probability of 0.35

dr
af

t

8

FIG. 4. An orthographic projection of the PDF for the sky loca-
tion of GW150914 showing contours of the 50% and 90% cred-
ible regions plotted over a colour-coded PDF. The sky localiza-
tion forms part of an annulus, set by the time delay of 6.9+0.5

�0.4 ms
between the Livingston and Hanford detectors.

mode, the flux can be estimated by ⇡ c3|ḣ|2/(16⇡G) ⇠
105 erg s�1 m�2, where we use a GW amplitude of |h| ⇡
10�21 at a frequency of 250 Hz [1]. Using the inferred dis-
tance leads to an estimated luminosity of ⇠ 1056 erg s�1.
For comparison, the ultraluminous GRB 110918A reached
a peak isotropic-equivalent luminosity of (4.7 ± 0.2) ⇥
1054 erg s�1 [101].

GW ground-based instruments are all-sky monitors with
no intrinsic spatial resolution capability for transient sig-
nals. A network of instruments is needed to reconstruct
the location of a GW in the sky, via time-of-arrival, and
amplitude and phase consistency across the network [102].
The observed time-delay of GW150914 between the Liv-
ingston and Hanford observatories was 6.9+0.5

�0.4 ms. With
only the two LIGO instruments in observational mode,
GW150914’s source location can only be reconstructed
to approximately an annulus set to first approximation
by this time-delay [103, 104]. Figure 4 shows the sky
map for GW150914: it corresponds to a projected 2-
dimensional credible region of 140 deg2 (50% proba-
bility) and 590 deg2 (90% probablity). The associated
3-dimensional comoving volume probability region is ⇠
10�2 Gpc3; for comparison the comoving density of Milky
Way-equivalent galaxies is ⇠ 107 Gpc�3. This area of the
sky was targeted by follow-up observations covering radio,
optical, near infra-red, X-ray, and gamma-ray wavelengths
that are discussed in [105]; searches for coincident neutri-
nos are discussed in [106].

Spins are a fundamental property of BHs. Additionally,

their magnitude and orientation with respect to the orbital
angular momentum carry an imprint of the evolutionary
history of a binary that could help in identifying the forma-
tion channel, such as distinguishing binaries formed in the
field from those produced through captures in dense stellar
environments [94]. The observation of GW150914 allows
us for the first time to put direct constraints on BH spins.
The EOBNR and IMRPhenom models yield consistent val-
ues for the magnitude of the individual spins, see Table I.
The spin of the primary BH is constrained to a

1

< 0.7 (at
90% probability), and strongly disfavours the primary BH
being maximally spinning. The bound on the secondary
BH’s spin is a

2

< 0.9 (at 90% probability), which is con-
sistent with the bound derived from the prior.

Results for precessing spins are derived using the IMR-
Phenom model. Spins enter the model through the two ef-
fective spin parameters �

e↵

and �
p

. The left panel of Fig-
ure 5 shows that despite the short duration of the signal in
band we meaningfully constrain �

e↵

= �0.06+0.17
�0.18, see

Table I. The inspiral rate of GW150914 is therefore only
weakly affected by the spins. We cannot, however, extract
additional information on the other spin components asso-
ciated with precession effects. The data are uninformative:
the posterior PDF on �

p

(left panel of Figure 5) is broadly
consistent with the prior, and the distribution of spins (right
panel of Figure 5) matches our expectations once the infor-
mation that |�

e↵

| is small has been included. Two elements
may be responsible for this. If precession occurs, at most
one modulation cycle would be present in the LIGO sen-
sitivity window. If the source was viewed with J close to
the line-of-sight (Figure 2), the amplitude of possible mod-
ulations in the recorded strain is suppressed.

The joint posterior PDFs of the magnitude and orienta-
tion of S

1

and S
2

are shown in the right panel of Figure 5.
The angle of the spins with respect to L̂ (the tilt angle) is
considered a tracer of BBH formation channels [94]. How-
ever, we can place only weak constraints on this parameter
for GW150914: the probabilities that Ŝ

1

and Ŝ
2

are at an
angle between 45� and 135� with respect to the normal to
the orbital plane L̂ are 0.78 and 0.79, respectively. For
this specific geometrical configuration the spin magnitude
estimates are a

1

< 0.7 and a
2

< 0.8 at 90% probability.
Some astrophysical formation scenarios favour spins

nearly-aligned with the orbital angular momentum, partic-
ularly for the massive progenitors that in these scenarios
produce GW150914 [94, 107, 108]. To estimate the impact
of this prior hypothesis on our interpretation, we used the
fraction (2.5%) of the spin-aligned result (EOBNR) with
Ŝ

1,2 · L̂ > 0 to revise our expectations. If both spins must
be positively and strictly co-aligned with L, then we can
constrain the two individual spins at 90% probability to be
a
1

< 0.2 and a
2

< 0.3.
The loss of linear momentum through GWs produces a

recoil of the merger BH with respect to the binary’s origi-
nal centre of mass [109, 110]. The recoil velocity depends

50% probability within 140 deg^2

90% probability within 590 deg^2

Searches by EM and neutrino de-!
tectors.  No evident counterpart as!
would be likely in any case.



All (~3) events 2

Event GW150914 GW151226 LVT151012
Signal-to-noise ratio

r

23.7 13.0 9.7

False alarm rate
FAR/yr�1 < 6.0⇥10�7 < 6.0⇥10�7 0.37

p-value 7.5⇥10�8 7.5⇥10�8 0.045

Significance > 5.3s > 5.3s 1.7s

Primary mass
msource

1 /M�
36.2+5.2

�3.8 14.2+8.3
�3.7 23+18

�6

Secondary mass
msource

2 /M�
29.1+3.7

�4.4 7.5+2.3
�2.3 13+4

�5

Chirp mass
M source/M�

28.1+1.8
�1.5 8.9+0.3

�0.3 15.1+1.4
�1.1

Total mass
Msource/M�

65.3+4.1
�3.4 21.8+5.9

�1.7 37+13
�4

Effective inspiral spin
ceff

�0.06+0.14
�0.14 0.21+0.20

�0.10 0.0+0.3
�0.2

Final mass
Msource

f /M�
62.3+3.7

�3.1 20.8+6.1
�1.7 35+14

�4

Final spin af 0.68+0.05
�0.06 0.74+0.06

�0.06 0.66+0.09
�0.10

Radiated energy
Erad/(M�c2)

3.0+0.5
�0.4 1.0+0.1

�0.2 1.5+0.3
�0.4

Peak luminosity
`peak/(ergs�1)

3.6+0.5
�0.4 ⇥

1056
3.3+0.8

�1.6 ⇥
1056

3.1+0.8
�1.8 ⇥

1056

Luminosity distance
DL/Mpc 420+150

�180 440+180
�190 1000+500

�500

Source redshift z 0.09+0.03
�0.04 0.09+0.03

�0.04 0.20+0.09
�0.09

Sky localization
DW/deg2 230 850 1600

TABLE I. Details of the three most significant events. The false
alarm rate, p-value and significance are from the PyCBC analysis;
the GstLAL results are consistent with this. For source parameters,
we report median values with 90% credible intervals that include sta-
tistical errors, and systematic errors from averaging the results of
different waveform models. The uncertainty for the peak luminos-
ity includes an estimate of additional error from the fitting formula.
The sky localization is the area of the 90% credible area. Masses are
given in the source frame; to convert to the detector frame multiply
by (1+ z). The source redshift assumes standard cosmology [40].

The observed events begin to reveal a population of stellar-
mass black hole mergers. We use these signals to constrain the
rates of BBH mergers in the universe, and begin to probe the
mass distribution of black hole mergers. The inferred rates are
consistent with those derived from GW150914 [42]. We also
discuss the astrophysical implications of the observations and
the prospects for future Advanced LIGO and Virgo observing
runs.

The results presented here are restricted to BBH systems
with total masses less than 100M�. Searches for more mas-
sive black holes, compact binary systems containing neutron
stars and unmodeled transient signals will be reported else-
where.

This paper is organized as follows: Sec. II provides an
overview of the Advanced LIGO detectors during the first ob-
serving run, and the data used in the search. Sec. III presents
the results of the search, details of the two gravitational wave
events, GW150914 and GW151226, and the candidate event
LVT151012. Sec. IV provides detailed parameter-estimation
results for the events. Sec. V presents results for the consis-
tency of the two events, GW150914 and GW151226, with the
predictions of general relativity. Sec. VI presents the inferred
rate of stellar-mass BBH mergers, and VII discusses the im-
plications of these observations and future prospects. We in-
clude appendices that provide additional technical details of
the methods used. Appendix A describes the CBC search,
with A 1 and A 2 presenting details of the construction and
tuning of the two independently implemented analyses used
in the search, highlighting differences from the methods de-
scribed in [43]. Appendix B provides a description of the
parameter-estimation analysis and includes a summary table
of results for all three events. Appendix C and Appendix D
provide details of the methods used to infer merger rates and
mass distributions respectively.

II. OVERVIEW OF THE INSTRUMENTS AND THE DATA
SET

The two Advanced LIGO detectors, one located in Han-
ford, Washington (H1) and one in Livingston, Louisiana (L1)
are modified Michelson interferometers with 4-km long arms.
The interferometer mirrors act as test masses, and the pas-
sage of a gravitational wave induces a differential arm length
change which is proportional to the gravitational-wave strain
amplitude. The Advanced LIGO detectors came on line in
September 2015 after a major upgrade targeting a 10-fold im-
provement in sensitivity over the initial LIGO detectors [44].
While not yet operating at design sensitivity, both detectors
reached an instrument noise 3 to 4 times lower than ever mea-
sured before in their most sensitive frequency band between
100 Hz and 300 Hz [1]. The corresponding observable vol-
ume of space for BBH mergers, in the mass range reported
in this paper, was ⇠ 30 times greater, enabling the successful
search reported here.

The typical instrument noise of the Advanced LIGO de-
tectors during O1 is described in detail in [46]. In the left
panel of Figure 1 we show the amplitude spectral density of
the total strain noise of both detectors (

p
S( f )), calibrated in

units of strain per
p

Hz [47]. Overlaid on the noise curves of
the detectors, the waveforms of GW150914, GW151226 and
LVT151012 are also shown. The expected SNR r of a signal,
h(t), can be expressed as

r

2 =
Z •

0

�
2|h̃( f )|

p
f
�2

Sn( f )
dln( f ) , (1)

where h̃( f ) is the Fourier transform of the signal. Writing it in
this form motivates the normalization of the waveform plotted
in Figure 1 as the area between the signal and noise curves is
indicative of the SNR of the events.
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FIG. 1. Left: Amplitude spectral density of the total strain noise of the H1 and L1 detectors,
p

S( f ), in units of strain per
p

Hz, and the
recovered signals of GW150914, GW151226 and LVT151012 plotted so that the relative amplitudes can be related to the SNR of the signal
(as described in the text). Right: Time evolution of the waveforms from when they enter the detectors’ sensitive band at 30 Hz. All bands
show the 90% credible regions of the LIGO Hanford signal reconstructions from a coherent Bayesian analysis using a non-precessing spin
waveform model [45].

The gravitational-wave signal from a BBH merger takes the
form of a chirp, increasing in frequency and amplitude as the
black holes spiral inwards. The amplitude of the signal is
maximum at the merger, after which it decays rapidly as the fi-
nal black hole rings down to equilibrium. In the frequency do-
main, the amplitude decreases with frequency during inspiral,
as the signal spends a greater number of cycles at lower fre-
quencies. This is followed by a slower falloff during merger
and then a steep decrease during the ringdown. The amplitude
of GW150914 is significantly larger than the other two events
and at the time of the merger the gravitational-wave signal
lies well above the noise. GW151226 has lower amplitude but
sweeps across the whole detector’s sensitive band up to nearly
800 Hz. The corresponding time series of the three wave-
forms are plotted in the right panel of Figure 1 to better vi-
sualize the difference in duration within the Advanced LIGO
band: GW150914 lasts only a few cycles while LVT151012
and GW151226 have lower amplitude but last longer.

The analysis presented in this paper includes the total set of
O1 data from September 12, 2015 to January 19, 2016, which
contains a total coincident analysis time of 51.5 days accu-
mulated when both detectors were operating in their normal
state. As described in [13] with regard to the first 16 days
of O1 data, the output data of both detectors typically con-
tain non-stationary and non-Gaussian features, in the form of
transient noise artifacts of varying durations. Longer duration
artifacts, such as non-stationary behavior in the interferom-
eter noise, are not very detrimental to CBC searches as they
occur on a time-scale that is much longer than any CBC wave-

form. However, shorter duration artifacts can pollute the noise
background distribution of CBC searches. Many of these arti-
facts have distinct signatures [48] visible in the auxiliary data
channels from the large number of sensors used to monitor in-
strumental or environmental disturbances at each observatory
site [49]. When a significant noise source is identified, con-
taminated data are removed from the analysis data set. After
applying this data quality process, detailed in [50], the remain-
ing coincident analysis time in O1 is 48.6 days. The analyses
search only stretches of data longer than a minimum duration,
to ensure that the detectors are operating stably. The choice is
different in the two analyses and reduces the available data to
46.1 days for the PyCBC analysis and 48.3 days for the Gst-
LAL analysis.

III. SEARCH RESULTS

Two different, largely independent, analyses have been im-
plemented to search for stellar-mass BBH signals in the data
of O1: PyCBC [2–4] and GstLAL [5–7]. Both these analyses
employ matched filtering [51–59] with waveforms given by
models based on general relativity [8, 9] to search for gravi-
tational waves from binary neutron stars, BBHs, and neutron
star–black hole binaries. In this paper, we focus on the results
of the matched filter search for BBHs. Results of the searches
for binary neutron stars and neutron star–black hole binaries
will be reported elsewhere. These matched-filter searches are
complemented by generic transient searches which are sensi-
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Figure 4: The maximum sensitivity of LIGO-Hanford (red) and LIGO-Livingston (blue)
during the analyzed period (September 12 - October 20 2015) to a binary
black hole system with the same observed spin and mass parameters as
GW150914 for optimal sky location and source orientation and detected with
an SNR of 8. Each point was calculated using the PSD as measured for
each analysis segment (2048 seconds) of the CBC search. The times of
events GW150914 and LVT151012 are indicated with vertical dashed and dot-
dashed lines respectively. The LIGO-Livingston detector entered observation
mode roughly 30 minutes prior to GW150914 after completing PEM injection
tests in a stable, operational state. The LIGO-Hanford detector had been in
observation mode for over an hour.

sensitive distance to GW150914-like signals of 1906 Mpc during the analysis period,
and LIGO-Livingston had a mean of 1697 Mpc.

LIGO-Hanford’s maximum sensitive distance exhibited a 90% range of ⇠1800-
2000 Mpc, and LIGO-Livingston’s a 90% range of ⇠1500-1900, which was su�ciently
stable to provide a reliable estimate of the CBC search background throughout the
analysis period. These small variations are due to a variety of fluctuations in the
detectors and their environment, such as optic alignment variations or changing low
frequency ground motion. Figure 5 shows the single-interferometer background trigger
rate over time for the PyCBC search [7] with two di↵erent thresholds on the detection
statistic, �2-weighted SNR¶ [2, 30, 31]. Triggers with a �2-weighted SNR � 6.5 (shown
in green) comprise the bulk of the distribution and indicate the overall trigger rate
from the search: ⇠1-10 Hz. Triggers with �2-weighted SNR � 8 (shown in blue) are
fairly rare, typically showing up at a rate < 0.01 Hz during the analysis period.

The burst search background was also stable throughout the analysis containing
GW150914. Figure 6 shows the behavior of background triggers from the coherent
all-sky burst search cWB (coherent WaveBurst) [32, 33] during the analysis period.
In contrast to the single-interferometer CBC triggers shown in Figure 5, the coherent
burst search requires coherent signal between multiple detectors to produce triggers,
so the cWB background distribution is generated using time-shifted data. The
main features of the background remain constant throughout the analyzed six weeks,
particularly the domination of lower frequency triggers. Week 6 shows a small excess
of triggers, ⇠ 3% of total triggers, at lower than 60 Hz, which is below the majority
of the power in event GW150914.

Variations in the environmental conditions and instrumental state throughout

¶ �2-weighted SNR is the CBC detection statistic, where the SNR of a trigger is downweighted if
there is excess power which does not match the template waveform.

The GW was observed at high S/N, there are going to be other events !
(as the LVT151012). Also if BHs are from Pop III stars or are at globular 
clusters or at regions of low metallicity and high grav. potential they will !
have some mass distribution and also will have some redshift distribution. 

Going over astrophysical uncertainties in the above assumptions:
Using only GW150914 (fixing the masses, spins):
Using both GW150914 and LVT151012:

2� 53Gpc�3yr�1

6� 400Gpc�3yr�1

2� 400Gpc�3yr�1LIGO’s combined range:

3.5Gpc�3yr�1
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FIG. 8. The cumulative (right to left) distribution of observed trig-
gers in the GstLAL analysis as a function of the log likelihood. The
best fit signal + noise distribution, and the contributions from signal
and noise are also shown. The shaded regions show 1s uncertain-
ties. The observations are in good agreement with the model. At
low likelihood, the distribution matches the noise model, while at
high likelihood it follows the signal model. Three triggers are clearly
identified as being more likely to be signal than noise. GW150914
stands somewhat above the expected distribution, as it is an unusu-
ally significant event – only 6% of the astrophysical distribution of
sources appearing in our search with a false rate of less than one per
century will be more significant than GW150914.

than was achieved in [42], due to the longer duration of data
containing a larger number of detected signals.

To do so, we consider two classes of triggers: those whose
origin is astrophysical and those whose origin is terrestrial.
Terrestrial triggers are the result of either instrumental or en-
vironmental effects in the detector, and their distribution is
calculated from the search background estimated by the anal-
yses (as shown in Fig. 3). The distribution of astrophysical
events is determined by performing large-scale simulations of
signals drawn from astrophysical populations and added to the
data set. We then use our observations to fit for the number of
triggers of terrestrial and astrophysical origin, as discussed in
detail in Appendix C. Figure 8 shows the inferred distributions
of signal and noise triggers, as well as the combined distribu-
tion. The observations are in good agreement with the model.

It is clear from the figure that three triggers are more likely
to be signal (i.e. astrophysical) than noise (terrestrial). We
evaluate this probability and find that, for GW150914 and
GW151226, the probability of astrophysical origin is unity
to within one part in 106. Meanwhile for LVT151012, it is
calculated to be 0.87 and 0.86, for the PyCBC and GstLAL
analyses respectively.

Given uncertainty in the formation channels of the various

Mass distribution R/(Gpc�3yr�1)

PyCBC GstLAL Combined
Event based

GW150914 3.2+8.3
�2.7 3.6+9.1

�3.0 3.4+8.6
�2.8

LVT151012 9.2+30.3
�8.5 9.2+31.4

�8.5 9.4+30.4
�8.7

GW151226 35+92
�29 37+94

�31 37+92
�31

All 53+100
�40 56+105

�42 55+99
�41

Astrophysical
Flat in log mass 31+43

�21 30+43
�21 30+43

�21
Power Law (�2.35) 100+136

�69 95+138
�67 99+138

�70

TABLE II. Rates of BBH mergers based on populations with masses
matching the observed events, and astrophysically motivated mass
distributions. Rates inferred from the PyCBC and GstLAL analyses
independently as well as combined rates are shown. The table shows
median values with 90% credible intervals.

BBH events, we calculate the inferred rates using a variety of
source population parametrizations. For a given population,
the rate is calculated as R = L/hV T i where L is the number
of triggers of astrophysical origin and hV T i is the population-
averaged sensitive space-time volume of the search. We use
two canonical distributions for BBH masses:

i a distribution uniform over the logarithm of component
masses, p(m1,m2) µ m1

�1m2
�1 and

ii assuming a power-law distribution in the primary mass,
p(m1) µ m�2.35

1 with a uniform distribution on the sec-
ond mass.

We require 5M�  m2  m1 and m1 +m2  100M�. The first
distribution probably overestimates the fraction of high-mass
black holes and therefore overestimates hV T i resulting in an
underestimate the true rate while the second probably over-
estimates the fraction of low-mass black holes and therefore
underestimating hV T i and overestimating the true rate. The
inferred rates for these two populations are shown in Table II
and the rate distributions are plotted in Figure 10.

In addition, we calculate rates based upon the inferred prop-
erties of the three significant events observed in the data:
GW150914, GW151226 and LVT151012 [140]. Since these
classes are distinct, the total event rate is the sum of the indi-
vidual rates: R ⌘ RGW150914 + RLVT151012 + RGW151226. Note
that the total rate estimate is dominated by GW151226, as it
is the least massive of the three likely signals and is therefore
observable over the smallest space-time volume. The results
for these population assumptions also are shown in Table II,
and in Figure 9. The inferred overall rate is shown in Fig. 10.
As expected, the population-based rate estimates bracket the
one obtained by using the masses of the observed black hole
binaries.

The inferred rates of BBH mergers are consistent with
the results obtained in [42] following the observation of
GW150914. The median values of the rates have decreased
by approximately a factor of two, as we now have three likely

LIGO’s upgraded O1 (2015-16) run:

Different estimates on the coalescence rates come from different 
astrophysical assumptions 

PBH?
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Figure 3. Confidence regions for the MACHO mass Mp and MACHO halo
fraction. For comparison to past work we show the 2� joint confidence
levels as defined in Yoo04 and using the standard definition, respectively,
when the whole CG04 homogeneous sample is included. We also show the
updated 2� confidence levels omitting the spurious candidate binary. The
omission of this object eases the constraints on MACHOs; the window in-
creases to⇡ 30�500 M�. In addition, the effect on the constraints of omit-
ting the widest binary in CG04 is shown at the 90% confidence level: the
constraints at the 2� level vanish. The regions of parameter space shaded
in grey are ruled out at the 2� level by binaries and microlensing data – an
upper limit on the MACHO mass and halo fraction from disk kinematics is
also shown. We stress that the constraints from the binaries are based on the
assumption that the time-averaged dark matter density experienced by each
binary is the local halo density at the position of the Sun – the actual Galac-
tic orbits of the confirmed wide binaries suggest much lower time-averaged
dark matter densities. See text for a detailed discussion.

the local dark matter density. (Even if we assume the distance to
this binary is 20% less than predicted by the CG04 relation the av-
erage dark matter density is still only 40% of the local dark matter
density.) This implies that the inclusion of this object in the sam-
ple and the use of the local solar density are incompatible. In fact,
the two other binary pairs in our sample experience time-averaged
dark matter densities of 45% and 16% of the local density, while
for NLTT 39456/39457 it is 11%. If these orbits are representative
of the orbits of the widest binaries in the sample then this trend
could be a sign that the widest binaries can only survive by spend-
ing most of the orbit away from the inner regions of the Galaxy. If
we take the mean of the time-averaged halo density experienced by
the four binaries as a more representative value for the dark matter
encountered by a typical halo binary along its orbit, we can still use
the constraints discussed above but the contours defined by the bi-
nary constraints plotted in Figure 3 need to be shifted upwards by a
factor of five. This would seriously undermine the constraints that
can be drawn from wide binaries.

4 CONCLUSION

A population of MACHOs with masses beyond the current micro-
lensing detection threshold could have a marked effect on the sep-
aration distribution of wide halo binaries. While the actual number
of observed candidate wide halo stellar binaries is small, strong
constraints on MACHOs have been drawn from their distribution.
We have measured the radial velocities of four of the widest candi-
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Figure 4. Orbits over 10 Gyrs for the 3 wide binaries that we confirmed and
wide binary NLTT 39456/39457. The Milky Way Mass model 1 of Dehnen
& Binney (1998) is assumed and for clarity we have flipped the sign of R
for NLTT 15501/15509.

date wide halo binaries from the sample used to place the existing
constraints. These measurements provide a consistency test on the
binarity of these objects and provide the data needed to examine
their Galactic orbits. Our data confirm that three of the four widest
halo binary candidates in the CG04 sample are real, thereby vin-
dicating the search strategy of CG04 and demonstrating explicitly
that binaries with separations of & 1pc can exist. However, the spu-
rious nature of the second-widest pair and the orbit of the widest
object undermines the existing constraints on MACHOs from anal-
ysis of wide halo binaries. The current wide binary sample is too
small to place meaningful constraints on MACHOs; in particular
the constraints are extremely sensitive to the widest binary in the
sample which, as we have shown, experiences a much lower dark
matter density than the value in the analysis leading to the con-
straints. Increasing the size of the wide binary sample, for example
using the SDSS proper motion data or, in the longer term, using
Gaia, is thus essential if we are to constrain the clumpiness of the
dark matter distribution in the Milky Way and determine whether
our results are just a reprieve for MACHOs.
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Assuming Dark Matter is composed by Primordial BHs.

There is some allowed parameter space around ~20-70 M�

For the remainder I will assume 
that all DM is composed of PBHs 
and set their mass to 30 

M�
Limits on spectral distortions of the 
CMB are efficient above 100 
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After including information regarding the difference DM halos properties 
(concentration, and velocity dispersions) and effects on the smallest DM 
halos:

⇠ 6Gpc�3yr�1
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FIG. 1. The PBH merger rate per halo as a function of
halo mass. The solid line shows the trend assuming the
concentration-mass relation from Ref. [27], and the dashed
line that from Ref. [26]. To guide the eye, the dot-dashed line
shows a constant BH merger rate per unit halo mass.

to be detectable by LIGO. This requirement imposes a
minimum impact parameter of roughly the Schwarzschild
radius. The fraction of BHs direct mergers is ⇠ v2/7 and
reaches a maximum of ⇠ 3% for v

pbh

= 2000 km s�1.
Thus, direct mergers are negligible. We also require that
once the binary is formed, the time until it merges (which
can be obtained from Ref. [29]) is less than a Hubble time.
The characteristic time it takes for a binary BH to merge
varies as a function of halo velocity dispersion. It can be
hours forM

vir

' 1012 M� or kyrs forM
vir

' 106 M�, and
is thus instantaneous on cosmological timescales. Given
the small size of the binary, and rapid time to merger,
we can neglect disruption of the binary by a third PBH
once formed. BH binaries can also form through non-
dissipative three-body encounters. The rate of these bi-
nary captures is non-negligible in small halos [19, 30],
but they generically lead to the formation of wide bina-
ries that will not be able to harden and merge within a
Hubble time. This formation mechanism should not af-
fect our LIGO rates. The merger rate is therefore equal
to the rate of binary BH formation, Eq. (8).

Fig. 1 shows the contribution to the merger rate,
Eq. (8), for two concentration-mass relations. As can
be seen, both concentration-mass relations give similar
results. An increase in halo mass produces an increased
PBH merger rate. However, less massive halos have a
higher concentration (since they are more likely to have
virialized earlier), so that the merger rate per unit mass
increases significantly as the halo mass is decreased.

To compute the expected LIGO event rate, we con-
volve the merger rate R per halo with the mass func-
tion dn/dM . Since the redshifts (z . 0.3) detectable by
LIGO are relatively low we will neglect redshift evolution
in the halo mass function. The total merger rate per unit

FIG. 2. The total PBH merger rate as a function of halo
mass. Dashed and dotted lines show di↵erent prescriptions
for the concentration-mass relation and halo mass function.

volume is then,

V =

Z
(dn/dM)(M)R(M) dM. (10)

Given the exponential fallo↵ of dn/dM at high masses,
despite the increased merger rate per halo suggested in
Fig. 1, the precise value of the upper limit of the inte-
grand does not a↵ect the final result.
At the lower limit, discreteness in the DM particles

becomes important, and the NFW profile is no longer a
good description of the halo profile. Furthermore, the
smallest halos will evaporate due to periodic ejection of
objects by dynamical relaxation processes. The evapora-
tion timescale is [33]

t
evap

⇡ (14N/ lnN ) [R
vir

/(C v
dm

)] , (11)

where N is the number of individual BHs in the halo, and
we assumed that the PBH mass is 30M�. For a halo of
mass 400M�, the velocity dispersion is 0.15 km sec�1,
and the evaporation timescale is ⇠ 3 Gyr. In prac-
tice, during matter domination, halos which have already
formed will grow continuously through mergers or accre-
tion. Evaporation will thus be compensated by the ad-
dition of new material, and as halos grow new halos will
form from mergers of smaller objects. However, during
dark-energy domination at z . 0.3, 3 Gyr ago, this pro-
cess slows down. Thus, we will neglect the signal from
halos with an evaporation timescale less than 3 Gyr, cor-
responding toM < 400M�. This is in any case 13 PBHs,
and close to the point where the NFW profile is no longer
valid.
The halo mass function dn/dM is computed using both

semi-analytic fits to N-body simulations and with an-
alytic approximations. Computing the merger rate in
the small halos discussed above requires us to extrapo-

S. Bird, IC, J. Munoz et al. (2016)

⇠ 2Gpc�3yr�1

⇠ 4⇥ 10�3Gpc�3yr�1

(within the LIGO obs. rate)



By 2019 the sensitivity will have increased to z<0.75

We expect             events from PBHs (if they compose 100% of DM) 
by 2025. 
All may be in a narrow mass range around 30 solar masses.
No other EM or neutrino signals. (typical though given that BH-BH give !
GW only)
Following the DM distribution (need better angular resolution though).

Basic Uncertainties in the rate calculation:!
DM profile (factor of ~3)!
Mass-Concentration relationship (factor of ~3)!
Sub-halo contribution (previous slide) and discreteness of smallest halos.

O(102)



Future directions for DM by PBHs
When these binaries form they have high initial eccentricities and small!

peri-center distances: 

I.C., E. Kovetz, Ali-Haimoud, S. Bird, M. Kamionkowski, J. Munoz and 
A. Raccanelli (JHU) PRD 94 084013 (arXiv:1606.07437) 
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Which in turn result in dramatically different timescales until merger:

By the time of LIGO observation fully 
circularized.

Mvir=1012(M /h)
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rp=6·RSch
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Occurrence for PBH binaries at Mvir=1012(M /h)
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A rare case? (see many more modes of grav. waves)

With LIGO we expect O(1) events while with the Einstein Telescope !
we expect O(10) events with multiple modes detected from PBH 
binaries. Other astrophysical mechanisms for Binary BHs have typical 
time-scales of evolution that is ~Myrs-Gyrs. With Future eLISA we will 
also be able to trace back some PBH systems to earlier stages (days-
years before the merger event) and thus observe the binaries at even 
higher eccentricities.

Cholis et al. (2016)

simplified noise (LIGO final design)



Future Direction:!
The stochastic GW background

For every event like the GW150914 there are many more too distant or !
not powerful enough to be resolved above the threshold. !
These create a “stochastic” grav. wave background.

The energy density of GWs can be described by:

⌦GW =
f

⇢c

d⇢GW

df

<— energy density between f and f+df

⌦GW =
f

⇢cH0

Z z
max

0
dz

Rm(z, ✓k)

(1 + z)
p

⌦⇤ + ⌦M (1 + z)3
dEGW (fs, ✓k)

dfs
energy density !
spectrum, for !

inspiral typically!
fs :frequency at source ✓k :astrophysics assumptions,!

(mass distr. of BHs and z-distr.)

Rm(z, ✓k) =

Z t
max

t
min

Rf (zf , ✓k)P (td, ✓k)dtd :rate of BH-BH merger
binary formation rate

distr. of time delay 



101 10210−10

10−9

10−8

10−7

Frequency (Hz)

1
G

W

 

 

O1:2015−16
O2:2016−17
O5:2020−22
Total
Residual
Poisson

0 20 40 60 80 10010−2

10−1

100

101

Observation time (months)

SN
R

 

 

5m
3m

m

O1

O2

O3

O4
O5

total
residual
Poisson

FIG. 1. Expected sensitivity of the network of advanced LIGO and Virgo detectors to the Fiducial field model. Left panel:
Energy density spectra are shown in blue (solid for the total background; dashed for the residual background, excluding resolved
sources, assuming final advanced LIGO and Virgo [1, 2] sensitivity). The pink shaded region “Poisson” shows the 90% CL
statistical uncertainty, propagated from the local rate measurement, on the total background. The black power-law integrated
curves show the 1� sensitivity of the network expected for the two first observing runs O1 and O2, and for 2 years at the design
sensitivity in O5. (O3 and O4 are not significantly di↵erent than O5; see Table I.) If the astrophysical background spectrum
intersects a black line, it has expected SNR � 1. In both panels we assume a coincident duty cycle of 33% for O1 (actual) and
50% for all other runs (predicted). Right panel: Predicted SNR as a function of total observing time. The blue lines and pink
shaded region have the same interpretation as in the left panel. Each observing run is indicated by an improvement in the
LIGO-Virgo network sensitivity [35], which results in a discontinuity in the slope. The thresholds for SNR = 1, 3 (false-alarm
probability < 3⇥ 10�3) and 5 (false-alarm probability < 6⇥ 10�7) are indicated by horizontal lines.

trum for binary inspirals is an example. A power-law in-184

tegrated curve is calculated by taking the locus of power-185

law spectra that have expected SNR = 1, where [5]:186

SNR =
3H2

0

10⇡2

p
2T

2

4
Z 1

0

df
nX

i=1

X

j>i

�2

ij(f)⌦
2

GW

(f)

f6Pi(f)Pj(f)

3

5
1/2

,

(4)
for a network of detectors i = 1, 2, · · · , n. Hence, if187

the spectrum of an astrophysical background intersects188

a black curve, then it has an expected SNR � 1. In Eq.189

4, Pi(f) and Pj(f) are the one-sided strain noise power190

spectral densities of two detectors; �ij(f) is the normal-191

ized isotropic overlap reduction function [41, 42]; and T192

is the accumulated coincident observation time. While193

Eq. 4 is derived by assuming a Gaussian background [5],194

it can also be applied to non-Gaussian backgrounds (with195

signals that are clearly separated in time) such as the bi-196

nary black hole background considered here [43]. The197

di↵erent black curves shown in this plot illustrate the198

improvement in expected sensitivity in the coming years.199

Following [35, 39], we consider five di↵erent phases, de-200

noted O1 to O5, corresponding to the first five observing201

runs, summarized in Table I. For clarity, we show only202

the O1, O2, and O5 power-law integrated curves since203

the di↵erences between the projected sensitivities for O3,204

O4, and O5 are relatively small. In Fig. 1b, we plot the205

expected accumulated SNR for the Fiducial model as206

a function of total observation time. For both the sen-207

sitivity curves and the accumulated SNR, we assume a208

coincident duty cycle for each pair of detectors of 33% for209

O1 (actual) and 50% for all other runs (predicted). The210

total background associated with the Fiducial model211

could be identified with SNR = 3, corresponding to false212

alarm probability < 3⇥10�3, after approximately 6 years213

of observing. In the most optimistic scenario given by214

statistical uncertainties, the total background could be215

identified after 1.5 years with SNR = 3 and after approx-216

imatively 2 years with SNR = 5, which is even before217

design sensitivity is reached. It would take about 2 years218

of observing to achieve SNR = 3 and about 3.5 years for219

SNR = 5 for the optimistic residual background. The220

most pessimistic case considered here is out of reach of221

the advanced detector network but is in the scope of third222

generation detectors.223

Alternative Models — We now investigate the impact of224

possible variations on the Fiducial model. We consider225

the following alternatives:226

• AltSFR di↵ers from the Fiducial model in as-227

suming a di↵erent SFR proposed by Tornatore et228

al. [44], who combined observations and simulations229

at higher redshift; the formation rate is assumed230
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FIG. 2. Energy density spectra for the di↵erent models sum-
marized in the text. The pink shaded region “Poisson” shows
the 90% CL statistical uncertainty propagated from the local
rate measurement, on the Fiducial model. The black dashed
curve shows the design sensitivity of the network of Advanced
LIGO [1, 2] and Virgo [36, 37]; see Tab. I. If the astrophysical
background spectrum intersects with the dashed black line, it
has expected SNR � 1.

direction of orbital momentum, but spins in the orbital310

plane are not constrained. Preliminary studies suggest311

that ⌦
GW

(f) could change by a factor of . 2 for models312

including spin.313

Conclusions and discussion — The detection of gravita-314

tional waves from GW150914 is consistent with the ex-315

istence of high-mass binary black hole mergers with a316

coalescence rate of tens per Gpc3 per year. As a con-317

sequence, the stochastic background from binary black318

holes is expected to be at the higher end of previous319

predictions (see, e.g., [7–13]). We have shown that, for320

the Fiducial field model, the energy density spectrum321

is ⌦
GW

(f = 25Hz) = 1.1+2.7
�0.9 ⇥ 10�9 with 90% confi-322

dence. This, in turn, implies that the background may323

be measured by the network of advanced LIGO and Virgo324

detectors operating at or near their final sensitivity. The325

uncertainty in this prediction arises from the statistical326

uncertainty in the local merger rate estimate.327

Our predictions are subject to statistical fluctuations328

in the observed ⌦
GW

(f) due to random realizations of the329

binaries that coalesce during the observing run. These330

fluctuations are much smaller than the current local331

merger uncertainty [43]. The predictions may also be332

conservative. Throughout, we have assumed the use of333

the standard cross-correlation statistic, which is known to334

be sub-optimal for non-Gaussian backgrounds [46]. The335

development of more sensitive non-Gaussian pipelines336

may hasten the detection of the binary black hole back-337

ground [47–49].338

We have examined several alternative models for the339

merger rate evolution with redshift, representative of the340

uncertainties in the formation channels for high-mass bi-341

nary black holes. We find that all of these variations lie342

within the envelope of the uncertain local rate normal-343

ization in the 10–50 Hz band, as illustrated in Fig. 2.344

The power-law slope of the spectrum in this frequency345

band is not expected to deviate from 2/3 unless there346

is a significant contribution from sources with high total347

mass merging at high redshift, M(1+ z) & 200M�. This348

illustrates the robustness of the predicted amplitude and349

power-law slope of the energy density spectrum.350

However, this also implies that the stochastic back-351

ground measurement with Advanced LIGO and Virgo352

detectors can only constrain the amplitude of the back-353

ground power law in the 10–50 Hz sensitive frequency354

band. The sensitivity of this search at the 2� level355

will correspond to ⌦
GW

⇠ 10�9 at 25 Hz with the full-356

sensitivity network of the Advanced LIGO/Virgo detec-357

tors. Therefore, the stochastic search alone will not be358

able to distinguish between di↵erent model variations359

that have a similar e↵ect on the spectrum in the 10-50360

Hz band. Future measurements of individual binary coa-361

lescences will help break at least some of these degenera-362

cies, by providing a better estimate of the local merger363

rate and chirp mass distribution. Combining the two364

types of measurements (stochastic and individual coales-365

cence event) could therefore help distinguish between dif-366

ferent astrophysical formation scenarios for binary black367

holes [50], but the full potential of this approach may only368

be reached using third generation of gravitational-wave369

detectors.370
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Based on the rate of 2� 53Gpc�3yr�1

Measuring the stock. back will probe the GW sources

and assuming a conventional

Star Formation Rate doesn’t affect much such a calculation (“AltSFR”)
“Long Delay”: it takes at least 5 Gyrs for a merger to occur (largely separated !
objects with slow rel. velocity before binary creation). “Flat delay” : 1 Gyr.
“Low mass”: assuming 15         BHs. More power at higher frequencies.  M�
Lower metallicity increases the number density of BHs
“Constant (in z) rate”: Rm(z) = 16Gpc�3yr�1

Star Formation Rate (SFR) “Fiducial”

LIGO early RESULTS



Updated Rates on the BH-BH mergers !
(some room a PBH component to be seen in the Stoch. Background)
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An other future direction:!
Cross-Correlations with Galaxies

If the GW signal comes from BHs originating by standard astrophysical sou-
rces e.g. BH in globular clusters, then the binary systems should preferential-
ly reside in galaxies where most of the stars are. So GW and star forming 
galaxy (SFG) maps would be highly correlated.!

If the BH binaries are mostly populating halos with different mass range, bias, 
redshift and angular distributions, then the correlation with SFGs galaxies in 
halos of masses                                  would be lower.!

A. Raccanelli, E. Kovetz, S. Bird,  I.C. J. Munoz 
PRD 94 023516 (arXiv:1605:01405)

⇠ 1011 � 1012M�

If the GW signal comes from PBHs that constitute the DM then their distribution 
will be more uniform on the sky. 

CXY
` = haX`maY ⇤

`mi = 4⇡

Z
dk

k
�2(k)WX

` (k)WY
` (k)

We can calculate angular projections:

Window functions



WX
` (k) =

Z
NX(z)bX(z)j`[k�(z)]dz

co-moving distance

bias (progenitor infor.)

#/sr

Window function:

Forecasted Cross-correlation amplitude of of Galaxies with BH-BH mergers. PBH 
binaries have a smaller bias b (~0.5) compared to stellar BHs (since the PBH rate is 
dominated by the smallest DM halos)!

NGW (z) = ṅ
GW

(z)T
obs

V (z)
3

D. GW Merger rates

As shown in Section II A, the error on the cross-correlation
depends on the shot noise in the gravitational wave sources,
proportional to the number of gravitational wave events, n̄GW.
We shall see that this term frequently dominates the total error.
We shall parametrize n̄GW with the integrated merger rate R.
Increased merger rates will provide better constraining power,
by reducing the GW shot noise. We emphasize that while our
forecast constraints depend strongly on the observed merger
rate, by the time the measurement is to be made, the merger
rate will be known extremely well.

The total merger rate for all BH-BH merger events implied
by the current LIGO detection is 2-400 Gpc�3yr�1 [31] for z <
0.5. Given the current large uncertainty, we adopt a fiducial
value of 50 Gpc�3yr�1, throughout, and include predictions
for a range from 30 to 100 Gpc�3yr�1. This matches the
merger rate expected from BH mergers resulting as the end-
point of stellar binary evolution from Ref [32], assuming for
simplicity that environments with a metallicity of 0.25Z� are
the dominant contributor to BH-BH binary mergers. Given the
large uncertainty in the total merger rate, we shall assume for
simplicity that it is constant with redshift [ek: Do we assume
the stellar R(z) is constant or not?]. As our redshift bins are
relatively wide, this should be a reasonable assumption.

We also need an estimate for the merger rate from the 30M�
PBHs we suggest may comprise the dark matter. Here we
shall follow theoretical expectations from Ref [7], which sug-
gest that the merger rate is R ⇡ 3 Gpc�3yr�1, constant with
redshift. However, this estimate includes several large and
di�cult to quantify theoretical uncertainties. To reflect this
we will consider a range of merger rates between 1 and 6
Gpc�3yr�1.

Note that these two estimates are not exclusive; the total rate
of BH mergers is independent of the rate of 30M� mergers
from PBHs.

In principle, GW number counts are modified by gravita-
tional lensing in two ways. First, by changing their apparent
angular position due to lensing convergence. Secondly, their
observed number density is changed due to cosmic magnifica-
tion by the intervening mass distribution [33–35]. However,
these e�ects are important only on small scales, which ground-
based GW detectors do not have access to (assuming there are
no EM counterparts), so we shall safely neglect them.

E. GW Bias

As discussed above, our goal is to distinguish between dif-
ferent progenitor models by measuring the bias of the GW
sources from the linear matter power spectrum. GW events re-
sulting from the endpoints of stellar binary evolution in a halo
are expected to be a function of the star formation rate and the
metallicity in the halo. They will thus tend to occur in larger
and more heavily biased halos than mergers from PBHs, which
Ref. [7] showed occur predominantly in small halos below the
threshold for forming stars. The bias for small halos can be

Stellar, z=0.35
PBH, z=0.35
Stellar, z=1.0
PBH, z=1.0

ℓ
(ℓ

+1
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FIG. 1. Forecast amplitude of the cross-correlation between our
fiducial galaxy sample and BH mergers as a function of multipole
`. Solid lines show the results for z = 0.5, and dashed lines for
z = 1.0, both integrated over a redshift shell of width �z = 0.35. The
two blue lines correspond to our fiducial model for BH mergers of
stellar origin, in halos with bStellar

GW = 1.4, while the two black lines
correspond to mergers resulting from PBHs, with bPBH

GW = 0.5. We
assume r = 1 for both cases.

estimated analytically using (see e.g. [36]):

bhalo = 1 + ⌫
2 � 1
�c
, (6)

where �c = 1.686 is the critical overdensity value for spherical
collapse, and ⌫ ⌘ �c/�(M), where�(M) is the mass variance.
Eq. (6) gives bhalo ⇠ 0.45 at z = 0, and bhalo ⇠ 0.5 at z = 1.5 for
M < 106M�. As this includes the overwhelming majority of
halos hosting PBH mergers, we will take bPBH

GW = 0.5, constant
with redshift.

For BH mergers with stellar binary progenitors, we assume
the galaxies that host the majority of the stars have similar
properties to our observed galaxy sample. Thus we assume the
same bias for stellar GW binaries as we assumed for our galaxy
sample in Section II B, bStellar

GW = bg = 1.4. We assume this bias
is constant with redshift; in practice the bias of, for example,
a 1012M� halo will be larger at higher redshift, as objects of
that size become rarer. This will increase �b = bStellar

GW � bPBH
GW ,

making our estimates conservative.
Thus, if we cross-correlate a GW event map (filtered to

contain only & 30 M� events) with a galaxy catalog, under the
assumption that the progenitors of BH-binaries in this mass
range are primarily dark matter PBHs, we would expect a bias
di�erence of �b = bStellar

GW � bPBH
GW & 0.9. If we instead assume

that BH binaries form as the endpoint of stellar evolution, we
expect �b ⇠ 0. In Figure 1 we show the predicted cross-
correlation of our galaxy catalog for both models; BH mergers
of primordial and stellar origin.

F. Estimating the cross-correlation amplitude

We now introduce a minimum-variance estimator for the
e�ective correlation amplitude, Ac ⌘ r ⇥ bGW , where r is

Raccanelli et al. (2016)



An other future possible indication:!
Mass-Spectrum of BH-BH binaries

E. Kovetz, I.C., P. Breysse, M. Kamionkowski arXiv:1611:01157



More about the future of GWs in general
The LIGO-VIRGO network

factors are largely common between two similar detectors, so the time di↵erence between the two
detectors is relatively uncorrelated with these nuisance parameters.

The triangulation approach underestimates how well a source can be localized, since it does
not include all the relevant information. Its predictions can be improved by introducing the
requirement of phase consistency between detectors [60]. Triangulation always performs poorly for
a two-detector network, but, with the inclusion of phase coherence, can provide an estimate for the
average performance of a three-detector network [31].3

Source localization using only timing for a two-site network yields an annulus on the sky; see
Figure 4. Additional information such as signal amplitude, spin, and precession e↵ects resolve this
to only parts of the annulus, but even then sources will only be localized to regions of hundreds to
thousands of square degrees [99, 31]. An example of a two-detector BNS localization is shown in
Figure 5. The posterior probability distribution is primarily distributed along a ring, but this ring
is broken, such that there are clear maxima.

H

L

V

S

S 0
HL

HL

HV
HV

LV

LV

Figure 4: Source localization by triangulation for the aLIGO–AdV network. The locations of the
three detectors are indicated by black dots, with LIGO Hanford labeled H; LIGO Livingston as L
and Virgo as V. The locus of constant time delay (with associated timing uncertainty) between two
detectors forms an annulus on the sky concentric about the baseline between the two sites (labeled
by the two detectors). For three detectors, these annuli may intersect in two locations. One is
centered on the true source direction (S), while the other (S0) is its mirror image with respect to
the geometrical plane passing through the three sites. For four or more detectors there is a unique
intersection region of all of the annuli. Figure adapted from [41].

For three detectors, the time delays restrict the source to two sky regions which are mirror
images with respect to the plane passing through the three sites. It is often possible to eliminate
one of these regions by requiring consistent amplitudes in all detectors. For signals just above the
detection threshold, this typically yields regions with areas of several tens to hundreds of square
degrees. Additionally, for BNSs, it is often possible to obtain a reasonable estimate of the distance
to the source [109, 31], which can be used to further aid electromagnetic observations [79, 32]. If
there is significant di↵erence in sensitivity between detectors, the source is less well localized and
we may be left with the majority of the annulus on the sky determined by the two most sensitive

3 We do not intend to produce timing-only sky maps, but timing triangulation can be useful for order-of-magnitude
estimates of sky-localization accuracy averaged across the population of signals.
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Observational Outlook: Experiment Timeline 

Experiment 2015 2020 2025 2030 beyond

aLIGO (O1+)

aLIGO (design)

ET

DECIGO

(e)LISA

BBO

The next decades

Voyager & Cosmic Explorer



Understanding the Black Holes Mass Function
E. Kovetz, I.C., P. Breysse, M. Kamionkowski arXiv:1611:01157

Current Status
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Future?Understanding the BH 
mass-function can lead to  
understanding the 
progenitors of these 
systems



Combining space and ground-based observations

We will be able to observe the evolution of individual systems over periods 
of years, thus measure evolving eccentricities, masses -> progenitors.

I.C. Ely Kovetz, Julian Munoz, Marc Kamionkowski (work in progress + with many 
extensions)



Conclusions
• Taking the first detection of GWs we made a connection to a long standing problem, 

the nature of dark matter (assuming it is BHs produced at the Early Univesre). 

• The rate that these BHs merge currently is of the same order of magnitude as the one 
observed (it could have been many orders of magnitude off) PRL 116 201031. 

• These can be very short-lived objects (shorter than this presentation or the time it will 
take me to go through that slide). Thus with properties very unique and Testable! in 
the next ~decade PRD 94 084013.  

• One can also search for a signal in the mass-spectrum of observed BHs in the next 
ten years arXiv:1611:01157 and even derive limits on PBHs from GWs (in progress). 

• We can also search for a signal in the overall background GW emission PRL 117 
201102 & arXiv:1609.03565 testable with the next generation of detectors (2030s). 

• Make a connection with other observables as is the distributions of galaxies PRD 94 
023516 (2030s++). 

• Ask more general questions regarding what are the sources of the GWs and what 
can we learn in terms of astrophysical systems PRD 94 023516, arXiv:1609.03565 & 
arXiv:1611:01157. 

• A GREAT NEW PROBE TO STUDY THE COSMOS



Thank you!
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TABLE I. Summary of the parameters that characterise GW150914. For model parameters we report the median value as well as
the range of the symmetric 90% credible interval [86]; where useful, we also quote 90% credible bounds. For the logarithm of the
Bayes factor for a signal compared to Gaussian noise we report the mean and its 90% standard error from 4 parallel runs with a nested
sampling algorithm [45]. The source redshift and source-frame masses assume standard cosmology [87]. The spin-aligned EOBNR
and precessing IMRPhenom waveform models are described in the text. Results for the effective precession spin parameter �

p

used in
the IMRPhenom model are not shown as we effectively recover the prior; we constrain �

p

< 0.81 at 90% probability, see left panel of
Figure 5. The Overall results are computed by averaging the posteriors for the two models. For the Overall results we quote both the
90% credible interval or bound and an estimate for the 90% range of systematic error on this determined from the variance between
waveform models.

EOBNR IMRPhenom Overall
Detector-frame total mass M/M� 70.3+5.3

�4.8 70.7+3.8
�4.0 70.5+4.6±0.9

�4.5±1.0

Detector-frame chirp mass M/M� 30.2+2.5
�1.9 30.5+1.7

�1.8 30.3+2.1±0.4
�1.9±0.4

Detector-frame primary mass m
1

/M� 39.4+5.5
�4.9 38.3+5.5

�3.5 38.8+5.6±0.9
�4.1±0.3

Detector-frame secondary mass m
2

/M� 30.9+4.8
�4.4 32.2+3.6

�5.0 31.6+4.2±0.1
�4.9±0.6

Detector-frame final mass M
f

/M� 67.1+4.6
�4.4 67.4+3.4

�3.6 67.3+4.1±0.8
�4.0±0.9

Source-frame total mass M source/M� 65.0+5.0
�4.4 64.6+4.1

�3.5 64.8+4.6±1.0
�3.9±0.5

Source-frame chirp mass Msource/M� 27.9+2.3
�1.8 27.9+1.8

�1.6 27.9+2.1±0.4
�1.7±0.2

Source-frame primary mass msource

1

/M� 36.3+5.3
�4.5 35.1+5.2

�3.3 35.7+5.4±1.1
�3.8±0.0

Source-frame secondary mass msource

2

/M� 28.6+4.4
�4.2 29.5+3.3

�4.5 29.1+3.8±0.2
�4.4±0.5

Source-fame final mass M source

f

/M� 62.0+4.4
�4.0 61.6+3.7

�3.1 61.8+4.2±0.9
�3.5±0.4

Mass ratio q 0.79+0.18
�0.19 0.84+0.14

�0.21 0.82+0.16±0.01
�0.21±0.03

Effective inspiral spin parameter �
e↵

�0.09+0.19
�0.17 �0.03+0.14

�0.15 �0.06+0.17±0.01
�0.18±0.07

Dimensionless primary spin magnitude a
1

0.32+0.45
�0.28 0.31+0.51

�0.27 0.31+0.48±0.04
�0.28±0.01

Dimensionless secondary spin magnitude a
2

0.57+0.40
�0.51 0.39+0.50

�0.34 0.46+0.48±0.07
�0.42±0.01

Final spin a
f

0.67+0.06
�0.08 0.67+0.05

�0.05 0.67+0.05±0.00
�0.07±0.03

Luminosity distance D
L

/Mpc 390+170

�180

440+140

�180

410+160±20

�180±40

Source redshift z 0.083+0.033
�0.036 0.093+0.028

�0.036 0.088+0.031±0.004
�0.038±0.009

Upper bound on primary spin magnitude a
1

0.65 0.71 0.69 ± 0.05

Upper bound on secondary spin magnitude a
2

0.93 0.81 0.88 ± 0.10

Lower bound on mass ratio q 0.64 0.67 0.65 ± 0.03

Log Bayes factor ln B
s/n 288.7 ± 0.2 290.1 ± 0.2 —

The two BHs are nearly equal mass. We bound the mass
ratio to the range 0.65  q  1 with 90% probability.
For comparison, the highest observed neutron star mass is
2.01± 0.04 M� [90], and the conservative upper-limit for
the mass of a stable neutron star is 3 M� [91, 92]. The
masses inferred from GW150914 are an order of magni-
tude larger than these values, which implies that these two
compact objects of GW150914 are BHs, unless exotic al-
ternatives, e.g., boson stars [93], do exist. This result estab-
lishes the presence of stellar-mass BBHs in the Universe. It
also proves that BBHs formed in Nature can merge within
an Hubble time [94].

To convert the masses measured in the detector frame to
physical source-frame masses, we required the redshift of
the source. As discussed in the Introduction, GW obser-
vations are directly sensitive to the luminosity distance to a

source, but not the redshift [95]. We find that GW150914 is
at D

L

= 410+160

�180

Mpc. Assuming a flat ⇤CDM cosmol-
ogy with Hubble parameter H

0

= 67.9 km s�1 Mpc�1

and matter density parameter ⌦
m

= 0.306 [87], the in-
ferred luminosity distance corresponds to a redshift of z =
0.09+0.03

�0.04.

The luminosity distance is strongly correlated to the in-
clination of the orbital plane with respect to the line of
sight [17]. For precessing systems, the orientation of the
orbital plane is time-dependent. We therefore describe the
source inclination by ✓JN , the angle between the total an-
gular momentum (which typically is approximately con-
stant throughout the inspiral) and the line of sight, and we
quote its value at a reference gravitational-wave frequency
f
ref

= 20 Hz. The posterior PDF shows that an orientation
of the total orbital angular momentum of the BBH strongly

extracted parameters based on two waveform models (relying on Num. Rel. simulations)
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FIG. 1. The left plot shows the strain sensitivity during the first observation run (O1) of the Advanced LIGO detectors and
during the last science run (S6) of the initial LIGO detectors. The O1 strain noise curve is shown for H1 (dark red) and L1
(light red); the two detectors have similar performance. The Advanced LIGO design sensitivity as well as a possible future
upgrade [11] are shown to highlight the discovery potential in the coming years. The right plot shows the single detector
signal-to-noise ratio (SNR) under optimal orientation as function of redshift z—for two merging black holes with mass 30M�
each. GW150914 was not optimally orientated and was detected with a single detector SNR of 13 to 20 at z = 0.09; this event
would not have been seen in S6.

of the two LIGO detectors are aligned to maximize the
coincident detection of gravitational-wave signals, con-
strained to the 10ms inter-site propagation time. The
coincidence constraint substantially rejects non-Gaussian
noise and vetoes local transients.

The observed strain amplitude is inversely propor-
tional to the luminosity distance. For small redshifts,
z < 1, the observable volume, and thus the detection
rate, grows as the cube of the detector sensitivity. The
number of detected events is expected to scale with the
product of observing volume and observing time. Be-
tween September 12 and October 20 the H1 and L1 de-
tectors had a duty cycle of 70% and 55%, respectively,
while the observing time in coincidence was 48%. Af-
ter data quality processing [17], 16 days of data were
analyzed around GW150914, resulting in a time-volume
product of 0.1Gpc3yr for binary black hole systems with
masses similar to GW150914 [18].

The Displacement Measurement — The current gener-
ation of advanced detectors uses two pairs of test masses
as coordinate reference points to precisely measure the
distortion of the space-time between them. A pair of in-
put and end test masses is located in each of the two arms
of a Michelson laser interferometer, as shown in Figure 2.
The Advanced LIGO test masses are very pure and ho-
mogeneous fused silica mirrors of 34 cm diameter, 20 cm
thickness and 40 kg mass.

It is critical that the test masses be free from sources of
displacement noise, such as environmental disturbances
from seismic noise, or thermally driven motion. These
noise sources are most relevant at frequencies below
100Hz, while shot noise of the optical readout is dom-
inant at high frequency. Figure 3 shows the measured

displacement noise of Advanced LIGO during the first
observing run, together with the major individual con-
tributions, as discussed below.

To minimize ground vibrations, the test masses are
suspended by multi-stage pendulums [19], thus acting
as free masses well above the pendulum resonance fre-
quency of 0.4Hz. Monolithic fused silica fibers [20] are
incorporated at the bottom stage to minimize suspension
thermal noise [21], which limits the useful frequencies to
10Hz and above. The Advanced LIGO test masses re-
quire about 10 orders of magnitude suppression of ground
motion above 10Hz. The multi-stage pendulum system
attenuates the ground motion by seven orders of magni-
tude. It is mounted on an actively controlled seismic iso-
lation platform which provides three orders of magnitude
of isolation of its own [22, 23]. Moreover, these platforms
are used to reduce the very large displacements produced
by tidal motion and microseismic activity. Tidal forces
can produce displacements up to several 100µm over a
multi-kilometer baseline on time scales of hours. The
dominant microseismic activity is driven by ocean waves.
The resulting ground motion can be as large as several
µm at frequencies around 0.15Hz—even far inland.

The entire test mass assembly including the suspension
system and part of the seismic isolation system resides
inside an ultra-high vacuum system, with pressures typi-
cally below 1µPa over the 10, 000m3 volume, to prevent
acoustic shorting of the seismic isolation systems and to
minimize Rayleigh scattering in the optical readout.

The test masses are also susceptible to changes in the
local gravitational field caused by changing mass distri-
butions in their vicinity. While not limiting presently, at
design sensitivity this time-dependent Newtonian noise
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FIG. 1. The left plot shows the strain sensitivity during the first observation run (O1) of the Advanced LIGO detectors and
during the last science run (S6) of the initial LIGO detectors. The O1 strain noise curve is shown for H1 (dark red) and L1
(light red); the two detectors have similar performance. The Advanced LIGO design sensitivity as well as a possible future
upgrade [11] are shown to highlight the discovery potential in the coming years. The right plot shows the single detector
signal-to-noise ratio (SNR) under optimal orientation as function of redshift z—for two merging black holes with mass 30M�
each. GW150914 was not optimally orientated and was detected with a single detector SNR of 13 to 20 at z = 0.09; this event
would not have been seen in S6.

of the two LIGO detectors are aligned to maximize the
coincident detection of gravitational-wave signals, con-
strained to the 10ms inter-site propagation time. The
coincidence constraint substantially rejects non-Gaussian
noise and vetoes local transients.

The observed strain amplitude is inversely propor-
tional to the luminosity distance. For small redshifts,
z < 1, the observable volume, and thus the detection
rate, grows as the cube of the detector sensitivity. The
number of detected events is expected to scale with the
product of observing volume and observing time. Be-
tween September 12 and October 20 the H1 and L1 de-
tectors had a duty cycle of 70% and 55%, respectively,
while the observing time in coincidence was 48%. Af-
ter data quality processing [17], 16 days of data were
analyzed around GW150914, resulting in a time-volume
product of 0.1Gpc3yr for binary black hole systems with
masses similar to GW150914 [18].

The Displacement Measurement — The current gener-
ation of advanced detectors uses two pairs of test masses
as coordinate reference points to precisely measure the
distortion of the space-time between them. A pair of in-
put and end test masses is located in each of the two arms
of a Michelson laser interferometer, as shown in Figure 2.
The Advanced LIGO test masses are very pure and ho-
mogeneous fused silica mirrors of 34 cm diameter, 20 cm
thickness and 40 kg mass.

It is critical that the test masses be free from sources of
displacement noise, such as environmental disturbances
from seismic noise, or thermally driven motion. These
noise sources are most relevant at frequencies below
100Hz, while shot noise of the optical readout is dom-
inant at high frequency. Figure 3 shows the measured

displacement noise of Advanced LIGO during the first
observing run, together with the major individual con-
tributions, as discussed below.

To minimize ground vibrations, the test masses are
suspended by multi-stage pendulums [19], thus acting
as free masses well above the pendulum resonance fre-
quency of 0.4Hz. Monolithic fused silica fibers [20] are
incorporated at the bottom stage to minimize suspension
thermal noise [21], which limits the useful frequencies to
10Hz and above. The Advanced LIGO test masses re-
quire about 10 orders of magnitude suppression of ground
motion above 10Hz. The multi-stage pendulum system
attenuates the ground motion by seven orders of magni-
tude. It is mounted on an actively controlled seismic iso-
lation platform which provides three orders of magnitude
of isolation of its own [22, 23]. Moreover, these platforms
are used to reduce the very large displacements produced
by tidal motion and microseismic activity. Tidal forces
can produce displacements up to several 100µm over a
multi-kilometer baseline on time scales of hours. The
dominant microseismic activity is driven by ocean waves.
The resulting ground motion can be as large as several
µm at frequencies around 0.15Hz—even far inland.

The entire test mass assembly including the suspension
system and part of the seismic isolation system resides
inside an ultra-high vacuum system, with pressures typi-
cally below 1µPa over the 10, 000m3 volume, to prevent
acoustic shorting of the seismic isolation systems and to
minimize Rayleigh scattering in the optical readout.

The test masses are also susceptible to changes in the
local gravitational field caused by changing mass distri-
butions in their vicinity. While not limiting presently, at
design sensitivity this time-dependent Newtonian noise

An event as the GW150914!
was bellow the threshold of 
S/N=8 to be detected by 
initial LIGO detectors.



The ~second Event: LVT151012 
LVT: Ligo Virgo Trigger

m1 = 23+18
�5 M�

m2 = 13+4
�5M�

2015, October, 12th

z = 0.2+0.1
�0.1

False rate 1 every 2.3 yrs (GW150914 was < 1 every 203000 yrs)

Noise characterization related to GW150914 27

The potential impact of any accidental coincidence between such noise transients
on the sensitivity of the searches is accounted for in the reported background
distribution. No noise transients identified to have similar morphology elements to
CBC signals [53], including blip transients, produced nearly as high a �2-weighted
SNR as GW150914.

6.5. LVT151012

Sixteen days of coincident data were used in the analysis of GW150914. This event
was by far the most significant found in all transient searches performed. The CBC
search identified the second most interesting event on the 12th of October 2015. This
trigger most closely matched the waveform of a binary black hole system with masses
23+18

�5 M� and 13+4
�5 M�, producing a trigger with a false-alarm rate of 1 event per

2.3 years; far too high to be a strong detection candidate [1, 2, 54].
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Figure 13: Normalized spectrograms of LVT151012 in LIGO-Hanford (left) and LIGO-
Livingston (right) h(t) data with the same central GPS time. Note these
spectrograms have a much smaller normalized energy scale than those in
Figure 10.

We performed similar in-depth checks of potential noise sources for this trigger.
For LIGO-Livingston data, LVT151012 is in coincidence with significant excess power
at 10Hz lasting roughly three seconds, a portion of which can be seen in Figure 13.
There is no obvious indication of upconversion to the frequency range analyzed by the
transient searches, so the low frequency noise is not thought to have caused the signal
associated with LVT151012 in the Livingston detector.

The data around this event were found to be significantly more non-stationary
than those around GW150914. The noise transient rate in the hours around
LVT151012 was significantly higher than usual at both LIGO detectors, seen in the
Omicron trigger rate even on a broad time scale for LIGO-Livingston in particular,
as illustrated in Figure 14. This was likely due to increased low frequency ground
motion associated with ocean waves [55]. The elevated noise transient rate at both
sites induced a higher rate of background triggers around the time of LVT151012.

Higher Inspiral!
freq. -> lower !
masses

Combined S/N is 9.6 but H1 !
and L1 individually <8.



Sensitivity plots of current aLIGO in terms of sources parameters
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Searches for a signal
• Using waveforms (or “templates”) of merging compact objects (250000 

templates),                         and !

• searching for transient signals (using linear combinations of Sine-Gaussian 
wavelets).  GW150914 was detected by both methods.!

• LIGO measures, frequency-range during the inspiral phase!

•                 from the end of the inspiral phase !

•                       during the inspiral phase !

•       during the inspiral and merger phases!

•                     from the end of the merger phase !

•           main contribution from the merger phase but also some from the insp.

1� 99 M� ↵ ✏ (0, 0.99)

fmerge

ḟ ⌘ df/dt

hc

f
ring down

S/N

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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Lower mass halos —>lower velocity 
dispersion (i.e. higher cross-section 
for the binary formation) and higher 
concentration:

2

The factor M

12

drops out, as it should. The merger rate
per unit volume also does not depend on the PBH mass,
a consequence of the dependence of the capture cross
section on M

2

bh

.
This rate is small compared with the 2�53 Gpc�3 yr�1

estimated by LIGO for a population of 30M� � 30 M�
mergers [14] by LIGO, but it is a very conservative esti-
mate. As Eq. (3) indicates, the merger rate is higher in
higher-density regions and also in regions of lower DM
velocity dispersion. The DM in Milky-way-like halos is
known from simulations [15] and analytic models [16]
to have substructure, regions of higer density and lower
velocity dispersion. There is also a broad spectrum of
DM-halo masses extending to very low masses wherein
the densities can become far higher and velocity disper-
sion far lower than in the Milky Way. To get a very
rough estimate of the conceivable increase in the PBH
merger rate due to these smaller-scale structures, we can
replace rho and v in Eq. (3) by the values they would
have had in the earliest generation of collapsed objects,
where the DM densities would have been largest and ve-
locity dispersions the smallest. If the primordial power
spectrum is nearly scale invariant, then gravitationally
bound halos of mass Mc ⇠ 500 M� will form at redshift
zc ' 33 � log

10

(Mc/30 M�). These objects will have
virial velocities v ' 0.2 km sec�1 and virial densities
⇢ ' 0.24 M� Mpc�3 [17]. Using these values in Eq. (3)
increases the merger rate per unit volume to

� ' 1400
✓

⇢

0.24 M� Mpc�3

◆ ⇣
v

0.2 km sec�1

⌘�11/7

Gpc�3 yr�1

.

(4)
Clearly, substructures are at the very least partially
stripped as they merge into larger objects in the hier-
archy, and so Eq. (4) should be viewed as a conservative
upper limit.

Having demonstrated that rough estimates contain the
merger-rate range 2 � �53 Gpc�3 yr�1 suggested by
LIGO, we now turn to more careful estimates of the PBH
merger rate. As Eq. (3) suggests, the merger rate will de-
pend on a density-weighted average, over the entire cos-
mic DM distribution, of ⇢

0.002v
�11/7

200

. To perform this
average, we will (a) first assume that DM is distributed
within galactic halos with a Navarro-Frenk-White profile
[18] with concentration parameters inferred from simula-
tions; and (b) then try several halo mass functions taken
from the literature for the distribution of halo.

The PBH merger rate R within each halo can be com-
puted using

R = 4⇡

Z r200

0

r

2

1
2

✓
⇢

nfw

(r)
M

pbh

◆
2

h�v

pbh

i dr (5)

where ⇢

nfw

(r) = 4⇢s

⇥
(r/rs)(1 + r/rs)2

⇤�1 is the
Navarro-Frenk-White density profile with characteristic
radius and density rs and ⇢s, respectively, and r

200

is

FIG. 1. The solid line shows the concentration-mass relation
from Ref. [20], while the dashed line shows that from Ref. [19].
Both concentration-mass relations are similar except in the
largest and smallest halos.

the virial radius, the radius at which the NFW profile
reaches a value 200 times the mean cosmic DM density
today. Here, M

pbh

is the PBH mass, and v

pbh

is the
relative velocity of two PBHs, and the angle brackets
denote an average over the PBH relative-velocity distri-
bution in the halo. The merger cross section � is that
in Eq. (1). The concentration parameter d (rather than
the conventional c, to avoid confusion with the speed of
light) is d = r

200

/rs. To determine the profile of each
halo, we need to relate d to the halo mass M . We use
concentration-mass relations from Ref. [19] and Ref. [20],
both fit from DM N-body simulations and shown in
Fig. 1.

We now turn to the average of the cross section times
relative velocity. The one-dimensional velocity disper-
sion of a halo is defined in terms of the escape velocity
at radius r

max

= 2.1626 rs, the radius of the maximum
circular velocity of the halo; i.e.,

v

dm

=

s
GM(r < r

max

)
r

max

=
v

virp
2

s
d

dm

g(dm)
g(d)

, (6)

where g(d) = ln(1 + d) � d/(1 + d), and dm = 2.1626 =
r

max

/rs. We approximate the velocity distribution of
PBHs within a halo as a Maxwell-Boltzmann distribu-
tion with a cuto↵ at the virial velocity; i.e.,

P (v
pbh

) = F

0

"
exp

 
�

v

2

pbh

v

2

dm

!
� exp

✓
� v

2

vir

v

2

dm

◆#
. (7)

where F

0

is chosen so that 4⇡

R vvir

0

P (v)v2

dv = 1. This
model provides a reasonable match to N-body simula-
tions, at least for the velocities substantially less than
than the virial velocity that dominate the merger rate
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But there are many more 
(in terms on number) low 
mass DM halos:
dn

dM
⇠ M�1.85

Impose a cut-off at ~400M�


